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Preface

This book gives a unified introduction to the rapidly developing area offinite tight
frames. Fifteen years ago, the existence of equal–norm tight frames ofn> d vectors
for Rd andCd was not widely known. Now equal–norm tight frames are known to
be common, and those with optimal cross–correlation and symmetry properties are
being constructed and classified. The impetus behind these rapid developments are
applications to areas as diverse as signal processing, quantum information theory,
multivariate orthogonal polynomials and splines, and compressed sensing.

It can be thought of as an extension of the first chapter of Ole Christensen’s book:
An introduction to Frames and Riesz Bases(in this series), which deals mostly with
the infinite dimensional case. For finite dimensional Hilbert spaces the technicalities
of Riesz bases disappear (though infinite frames are still ofinterest), and, with some
work, usually a nice tight frame can be constructed explicitly. Hence the focus is on
finite tight frames, which are the most intuitive generalisation of orthonormal bases.
In addition to analogues of familiar ideas from the infinite dimensional setting such
as group frames, there is a special geometry, e.g., the variational characterisation
and the frame force.

The book is structured into chapters, with the first paragraph intended to give a
feeling for its content. These give a logical development, while being as independent
as possible. For example, one could jump to those giving the important examples of
harmonic frames, equiangular framesand SICs, referring back to the motivating
chapters onsymmetriesandgroup framesas desired. Similarly, in the text we give
forward references to such nice examples. Grey boxes are used to emphasize or
paraphrase some key ideas, and may help readers to navigate this book.

Each chapter hasNotes, which primarily give a brief description of my source
material and suggestions for further reading. The interdisciplinary nature of the sub-
ject makes it difficult (and often senseless) to give exact attribution for many results,
e.g., the discrete form of Naı̆mark’s theorem, and so I have attempted to do so only
in some cases. Thisintroductorybook is deliberately as short as possible, and so
its scope and list of references is far from definitive. If only for this reason, some
contributions may not be noted explicitly.
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viii Preface

The chapters conclude withExercises, which contain more details and examples.
Brief solutions are given, since some are parts of proofs, and in the interests of being
both introductory and self contained. Those marked with am are suitable for using
a computer algebra package such asmatlab , maple andmagma. To get a real
sense for finite tight frames the reader is encouraged construct the various examples
given in the book numerically or algebraically. In particular, theharmonic frames,
MUBs andWeyl–Heisenberg SICsfor d ≤ 100 (or higher), which really are quite
remarkable.

This book can be used for an introductory (graduate or undergraduate) course
in finite tight frames: chapters 1, 2, 5, 6, 7, 8, 11, together with some examples
of interest, e.g., group frames (chapter 10), equiangular tight frames (chapter 12)
and SICs (chapter 14). The latter chapters rely heavily on parts of classical algebra,
such as graph theory (real equiangular tight frames), character theory (harmonic
frames), representation theory (group frames), and Galoistheory (SICs). Examples
from these could be included in a graduate algebra course, e.g., Theorem 10.8 as
an orthogonal decomposition ofFG–modules. It could also act as the theoretical
background for a course involving applications of tight frames, e.g., some of the
topics treated inFinite frames Theory and Applications(in this series). It is also
suitable for self study, because of the complete proofs and solutions for exercises.

How does one come to write such a book? My initial interest in finite tight frames
was accidental. While investigating the eigenstructure of the Bernstein operator,
I encountered deficiencies in the existing orthogonal and biorthogonal expansions
for the Jacobi polynomials on a triangle. Having heard of frames while a graduate
student in Madison, I supposed that a finite tight frame mightjust be what was
required. This eventually proved to be so (see§15), and along the way I found that
finite frames are a fascinating and very active area of research.

When I started this book, there was just enough material for a short book onfinite
tight frames, a small part of frame theory, at the time. Since then,there has been an
explosion of research on finite tight frames, which continues apace. I have called
time on the project: the book contains results from last week(Lucas-Fibonnacci
SICs), but not next week (maybe a proof of Zauner’s conjecture). There are chapters
that could have been written, e.g., ones on erasures and datatransmission. I maintain
a strong interest in finite tight frames. On my home page, there are various links of
relevance to the book (lists of SICs, harmonic frames, typos, etc).

It is my hope that this book conveys the basic theory of finite tight frames, in a
friendly way, being mindful of its connections with existing areas and continuing
development. The applications given are just the tip of an iceberg: an invitation to
use finite tight frames in any area where there is a natural inner product on a finite
dimensional space.

Shayne F. D. Waldron
Honeymoon Valley, Far North

Aotearoa (New Zealand)
July 2017
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Chapter 1
Introduction

The prototypical example of afinite tight frameis three equally spaced unit
vectorsu1,u2,u3 in R2, which provide the followingredundantdecomposition

f =
2
3

3

∑
j=1
〈 f ,u j〉u j , ∀ f ∈ R2. (1.1)

Such generalisations of an orthogonal expansion have been used extensively for
infinite dimensional function spaces. Most notably, in the area of wavelets, where
they allow expansions in terms of functions which have nicerproperties, such as
good time–frequency localisation and a simple description, than is possible for an
orthogonal expansion. Despite the fact that in these methods, ultimately a numerical
approximation is computed in a finite dimensional subspace,until recently little
attention has been paid to frames for finite dimensional spaces.

Over the last decade, it has become increasingly apparent that tight frames for
finite dimensional spaces are useful for similar reasons. They can havedesirable
properties, such as good time–frequency localisation, and share symmetries of the
space, which may be impossible for an orthonormal basis. In addition, there are
computational advantages of stability and robustness to erasures. There is also a
special geometry (different for real and complex spaces) which has no analogue in
the infinite dimensional setting.

1



2 1 Introduction

1.1 Some history

Like many great ideas in mathematics, frames (which have been crucial to the de-
velopment of wavelets) have, with hindsight, been around insome form or other for
quite a while. For example, in 1937, Schönhardt [Sch37] proved the generalisation
of (1.1) ton equally spaced unit vectorsu1, . . . ,un ∈ R2, i.e.,

f =
2
n

n

∑
j=1
〈 f ,u j〉u j , ∀ f ∈ R2. (1.2)

This idea received some attention, with Brauer and Coxeter [BC40] extending the
result to the orbit of any irreducible group of orthogonal matrices (also see [Had40]).
They also mention the possibility of extending the result tothe orbit of a continuous
group, e.g., taking the group of rotations gives the continuous version of (1.2)

f =
2

2π

∫ 2π

0
〈 f ,uθ 〉uθ dθ , ∀ f ∈ R2, uθ :=

(
cosθ
sinθ

)

, (1.3)

which is an example of a continuous tight frame. I don’t doubtthat there are even
earlier instances.

In 1952, Duffin and Schaeffer set out the modern theory of frames in their seminal
paper [DS52], which included the definition in terms offrame bounds

A‖ f‖2≤∑
j
|〈 f , f j〉|2≤ B‖ f‖2, ∀ f .

They were interested in Fourier type series for functions inL2[−π,π] involving
functions f j : t 7→ eiλ j t , for frequenciesλ j ∈ R, which might not be integers (see
Young [You01] for an excellent account).

From the late 1980’s onwards came thewaveletera (see, e.g., [Dau92], [Kai94]).
Here frames were used to obtain Fourier expansions forL2(R

d) in terms of func-
tions with both a simple description and good time–frequency localisation. At the
risk of over simplification, this was done by taking a single (wavelet) function, and
obtaining the others from it by applying the operations of

translation: (Ta f )(x) := f (x−a), a∈ Rd, (1.4)

modulation: (Mb f )(x) := e2π ib·x f (x), b∈ Rd, (1.5)

dilation: (Dc f )(x) := c
d
2 f (cx), c> 0. (1.6)

The parametersa,b,c may be chosen to be either discrete or continuous. The the-
ory has two strands: when the operations form a group (Gabor systems), and when
they don’t (wavelet systems). In the former case, the group allows a description
of the dual frame as the orbit of a single function, and in the latter the method of
multiresolution analysisyields a suitable function.
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1.2 Desirable properties

Surely, three equally spaced unit vectors (aka theMercedes–Benz frame) give
the “nicest” possible tight frame of three vectors forR2. In this example, one can
see many desirable properties that one might hope for more generally in a tight
frame. To illustrate these properties, many of which do extend to quite general
situations, we also consider asecond prototypical example: the four unit vectors
Φ := (v,Sv,Ωv,SΩv) in C2, given by

v :=
1√
6

( √

3+
√

3

e
π
4 i
√

3−
√

3

)

, S:=

(
0 1
1 0

)

, Ω :=

(
1 0
0 −1

)

, (1.7)

which form a tight frame forC2, i.e.,

f =
2
4 ∑

φ∈Φ
〈 f ,φ〉φ , ∀ f ∈ C2. (1.8)

The operationsS andΩ are discrete analogues of translation and modulation, and
the tight frameΦ , which will be termed aSIC, is a discrete analogue of a Gabor
system (Weyl–Heisenberg frame).

In addition to beingtight, we might hope that a finite frame have some of the
following properties.

• Equal norms.As in both examples, the vectors in the tight frame have equal
norms. Equivalently, the decomposition of the form (1.1) and (1.8) is a sum of
one–dimensional projections with equal weightings.

• Symmetries.The frame be invariant under some groupG of symmetries, such as
the three equally spaced vectors (which are invariant underthe group of order 3
generated by rotation through 2π/3). Equivalently, the frame is theG–orbit of
one, or a small number of vectors.

• Equiangularity.The (equal norm) vectors in both frames have thecross–correlation
|〈φ ,ψ〉| constant for all vectorsφ 6= ψ. For vectors inRd, this is equivalent to the
vectors having equal angles between each other.

• Robustness to erasures.In both examples, each pair of frame vectors spans a
2–dimensional space. Hence if all but two of the coefficients〈 f ,φ〉 (φ a frame
vector) are lost, thenf can be reconstructed from these values.

• Stability.Suppose the three coefficients in (1.1) are perturbed, say to〈 f ,u j〉+a j .
Then the error in the computedf is a1u1+a2u2+a3u3, which is bounded by the
norm ofa= (a j). This error might even be zero, for a nonzero perturbation (take
a1 = a2 = a3), a phenomenon which can not occur for an orthogonal expansion.

A further property, not shared by these examples, is that ofsparseness, i.e., the
frame vectors having many zeros. This is the discrete analogue of having small or
compact support, and is of importance in algorithms for compressed sensing and
data compression.



4 1 Introduction

Notes

In some sense, the theory of frames is dual to that of compressed sensing (sparse
sampling). In compressed sensing, the (sparseness) structure of some vectors allow
them to be represented by using fewer vectors than in a basis,whilst in finite frame
theory more vectors than are needed for a basis are used in a redundant expansion
which has more desirable properties than would be possible by using just a basis.

Exercises

1.1.Prove (1.1) holds, by using the fact〈 f ,u j〉= u∗j f , to write it in the matrix form

2
3

VV∗ = I , V := [u1,u2,u3], I :=

(
1 0
0 1

)

.

Hint. Any two sets of three equally spaced unit vectors are rotations of each other.

1.2.Robustness to erasures.
(a) Suppose one of the coefficients in (1.1) is lost, say〈 f ,u3〉. Show thatf ∈R2 can
be reconstructed from the remaining two, by giving an explicit formula for this, i.e.,
find the basis forR2 dual to the functionalsf 7→ 〈 f ,u j〉, j = 1,2.
(b) Now suppose a coefficient is changed, say〈 f ,u3〉, can this be detected?
(c) What if two of the coefficients are changed?

1.3.Equiangularity/equispacing.
(a) Verify that the three unit vectors inC2 given by

v1 :=
1√
2

[
1
1

]

, v2 :=
1√
2

[
1
ω

]

, v3 :=
1√
2

[
1

ω2

]

, ω := e
2π i
3

form a tight frame forC2, i.e., f = 2
3 ∑3

j=1〈 f ,v j〉v j , for all f ∈ C2.
(b) Show these three vectors, and those of Exer. 1.1 are equiangular, i.e.,

|〈v j ,vk〉|= |〈u j ,uk〉|=
1
2
, j 6= k.

(c) Show that both these sets of three vectors are equally spaced, with

‖v j −vk‖=
√

3√
2
, ‖u j −uk‖=

√
3, j 6= k.

(d) How can the distances between the real vectors(u j) be larger than those for the
complex vectors(v j)? Isn’t there more space inC2 than inR2!
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1.4.Gabor and Wavelet systems.
(a) Show that translation and modulation satisfy thecommutation relation

TaMb = e−2π ia·b
MbTa.

(b) Use this to conclude ifA andB are nonzero subgroups of(R,+), then

G := {cTaMb : a∈ A,b∈ B,c∈C}, C := {e2π ia·b : a∈ A,b∈ B}.

is a group, which is abelian only ifRd = R. TheG–orbit {TaMbφ}a∈A,b∈B (up to
scalar multipliers) of a suitableφ ∈ L2(R

d) is called aGabor system/frame.
(c) For a suitable functionψ ∈ L2(R), awavelet system/frameis given by the func-
tions

ψ jk := 2
j
2 ψ(2 j ·−k) = D2 j Tkψ, j,k∈ Z.

Show{D2 j Tk} j,k∈Z is nota group, and so wavelet systems are not group orbits.





Chapter 2
Tight frames

Decompositions like those in our two prototypical examples, i.e.,

f = ∑
j∈J
〈 f , f j〉 f j , ∀ f ∈H , (2.1)

will come from what is called a tight frame( f j) j∈J. The basic ingredients are

• H – a real or complex Hilbert space (for us usually finite dimensional)
• J – an index set (often with a group structure)
• ( f j) j∈J – a sequence (set, or multiset) of vectors inH

• ∑ j∈J – a sum (for us usually finite, but sometimes continuous)

The emphasis here, is on the possibleredundancy(over completeness) of the vectors
( f j) in the expansion, i.e., the case when (2.1) is not an orthogonal expansion.

In the first instance, you are encouraged to considerH asRd or Cd, with the
usual (Euclidean) inner product, and to think in familiar matrix terms.

2.1 Normalised tight frames

Thepolarisation identity(see Exer. 2.1) implies that (2.1) is equivalent to

‖ f‖2 = ∑
j∈J
|〈 f , f j〉|2, ∀ f ∈H ,

which explains the following definition.

Definition 2.1. A countable sequence( f j) j∈J in a Hilbert spaceH is said to be a
tight frame (for H ) if there exists a (frame bound) A> 0, such that

A‖ f‖2 = ∑
j∈J
|〈 f , f j〉|2, ∀ f ∈H . (2.2)

Further( f j) j∈J is normalised if A= 1, andfinite if J is finite.

7



8 2 Tight frames

TheBessel identity(2.2) is equivalent (see Exer. 2.2) to either of the identities

Parseval: f=
1
A ∑

j∈J
〈 f , f j〉 f j , ∀ f ∈H , (2.3)

Plancherel: 〈 f ,g〉= 1
A ∑

j∈J
〈 f , f j〉〈 f j ,g〉, ∀ f ,g∈H . (2.4)

ForA= 1, (2.2) says thatf 7→ (〈 f , f j〉) j∈J is anisometry, and so normalised tight
frames forH are equivalent to isometriesH → ℓ2(J). The maps taking normalised
tight frames to normalised tight frames are thepartial isometries(Exer. 2.7).

We prefer the termnormalised tight frame9 to Parseval frame(which is also
used), as it emphasizes the fact the frame boundA> 0 is simply a normalising
factor, i.e., if( f j) is a tight frame, then( f j/

√
A) is the unique positive scalar

multiple of it which is a normalised tight frame. We will soonsee that this
normalisedversion of a tight frame is convenient in many situations.

We have defined a tight frame to be a sequence, which is standard, but not uni-
versal. By contrast with a basis (which can be a set or a sequence), a tight framecan
have repeated vectors. At times, e.g., when the vectors in a frame are all distinct or
the indexing is unimportant, it can be convenient to think ofthem as a (multi)set.
We will not labour this point, making statements such as the set { f j} j∈J is a tight
frame, without further explanation.

Fig. 2.1: Examples of normalised tight frames ofn= 4,5, . . . ,11 vectors forR2.

1 This term dates back to [HL00]. Just to confuse matters, the termnormalised tight framehas
also been used for a tight frame with‖ f j‖= 1, ∀ j ∈ J (we call theseunit–normtight frames).
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Example 2.1.(Exer. 2.4) An orthonormal basis is a normalised tight frame. These
are the only normalised tight frames in which all the vectorshave unit length (all
vectors in a normalised tight frame have length≤ 1).

Example 2.2.(Exer. 2.5) The unitary image of a normalised tight frame is again a
normalised tight frame, and the only invertible linear mapswhich map a normalised
tight frame to a normalised tight frame are the unitary maps.

Example 2.3.(Exer. 2.6) The orthogonal projection of a normalised tightframe is
again a normalised tight frame (for its span). In particular, if U is ann×n unitary
matrix, then the columns of anyd× n submatrix is a normalised tight frame ofn
vectors forCd. This is effectively the projection of the orthonormal basis for Cn

given by the columns ofU onto thed–dimensional subspace of vectors which are
zero in some fixedn−d coordinates.

We say that( f j) j∈J is anequal–norm tight frame if‖ f j‖= ‖ fk‖, ∀ j,k∈ J, and
is aunit–norm tight frame if‖ f j‖= 1,∀ j ∈ J.

Example 2.4.(Exer. 2.8) Equal–norm tight frames ofn vectors forFd can be ob-
tained from ann×n unitary matrixU with entries of constant modulus, by taking
the columns of anyd×n submatrix. Examples of suchU include theHadamard
matrices (real entries) and theFourier (transform) matrix

U = Fn =
1√
n










1 1 1 · · · 1
1 ω ω2 · · · ωn−1

1 ω2 ω4 · · · ω2(n−1)

...
...

...
...

1 ωn−1 ω2(n−1) · · · ω(n−1)(n−1)










, ω := e
2π i
n . (2.5)

Equal–norm tight frames which come from the Fourier matrix in this way will be
known asharmonictight frames (see Chapter 11).

In §2.6, we will show that every normalised tight frame can be obtained as the
orthogonal projection of an orthonormal basis (in a larger space).

Example 2.5.(Exer. 2.9)The tight frames forR2. A sequence of vectors(v j)
n
j=1,

v j = (x j ,y j) ∈ R2 is a tight frame forR2 if and only if thediagram vectorswhich
are defined byw j := (x j + iy j)

2 ∈ C, 1≤ j ≤ n, sum to zero (inC).

In applications, the interest in (2.3) is usually that it gives a decomposition of the
identity into a weighted sum of projections (see Chapter 8),i.e.,

I = ∑
j∈J

c jPj , c j :=
‖ f j‖2

A
, Pj f :=

〈 f , f j〉
〈 f j , f j〉

f j , (2.6)

where the particular (unit modulus) scalar multiple off j that is used to define the
orthogonal projectionPj is unimportant. The pair(Pj),(c j) above is afusion frame
(see§8.8). When taking this point of view, we will use the epithetprojective.
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2.2 Unitarily equivalent finite tight frames

Before giving any further concrete examples of finite tight frames, we define an
equivalence, under which any set of three equally spaced vectors with the same
norm inR2 would be consideredequivalent.

Definition 2.2. We say that two normalised tight frames( f j) j∈J for H and(g j) j∈J

for K , with the same index setJ, are(unitarily) equivalent if there is a unitary
transformationU : H →K , such thatg j =U f j , ∀ j ∈ J.

Since unitary transformation preserve inner products, unitarily equivalent tight
frames have the same inner products (angles) between their vectors. Furthermore,
these inner products uniquely determine the equivalence classes (see§2.5).

This equivalence isdependent on the indexing, which is appropriate when setJ
has some natural (e.g., group) structure. The normalised tight frames of two vectors
(e1,0) and(0,e1) for the one–dimensional spaceH = span{e1} are not equivalent,
since there is no unitary mape1 7→ 0 (or 0 7→ e1). For such cases, where it is useful
to consider these as equivalent, we extend our definition of equivalence as follows.

Definition 2.3. We say that two finite normalised tight frames( f j) j∈J for H and
(g j) j∈K for K , are(unitarily) equivalent up to reordering if there is a bijection
σ : J→ K for which ( f j) j∈J and(gσ j) j∈J are unitarily equivalent.

We will say that tight frames are unitarily equivalent (up toreordering) if after
normalisation they are, in which case we say they are equal upto unitary equivalence
(and reordering).

Example 2.6.Let u1,u2,u3 be equally spaced unit vectors inR2, andRθ be rotation
through an angleθ . Then each of the sets of six vectors

{u1,u2,u3,Rθ u1,Rθ u2,Rθ u3}, 0< θ ≤ π
3

forms a tight frame. Since unitary maps preserve angles,noneof these are unitarily
equivalent (up to reordering).

Fig. 2.2: The unitarily inequivalent tight frames obtained for θ = π
12,

π
6 ,

π
3 .
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2.3 Projective and complex conjugate equivalences

There are otherequivalenceswhich appear in the frame literature. Most notably, the
normalised tight frames of Definition 2.2 areprojectively (unitarily) equivalent if

g j = α jU f j , ∀ j ∈ J,

whereU is unitary, and|α j |= 1,∀ j.
All tight frames(α j f j), |α j |= 1, ∀ j, obtained from a given tight frame( f j), are

projectively unitarily equivalent, but arenotunitarily equivalent, in general.

Example 2.7.For tight frames ofn nonzero vectors inR2 the equivalence classes
for projective equivalence up to reorderingare in 1–1 correspondence with convex
polygons withn sides (see Exer. 2.10).

Fig. 2.3: Equal–norm tight frames of three vectors forR2 which are projectively equivalent, but
arenot unitarily equivalent.

Thecomplex conjugation maponCd is theantilinearmap

Cd→ Cd : v= (v j) 7→ v := (v j).

Since〈v,w〉= 〈v,w〉, this maps a tight frame( f j) for Cd to a tight frame( f j), and
these are said to becomplex conjugate(or anti) equivalent. The conjugation map
C : H →H extends these ideas toH (see Exer. 2.11).

These basic types of equivalences can be combined, in the obvious way, to ob-
tain others, e.g., the tight frames( f j) j∈J and(gk)k∈K for H andK would beanti
projectively unitarily equivalent up to reorderingif

gσ j = α jU f j , ∀ j ∈ J,

for σ : J→ K a bijection,|α j |= 1,∀ j, andU : H →K unitary.
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2.4 The analysis, synthesis and frame operators

The Parseval identity (2.3) consists of an extraction of “coordinates”

c j = 〈 f , f j〉, j ∈ J

for the vectorf (analysis), and a reconstruction off from these (synthesis). Many
important properties of a tight frame follow from this factorisation.

For simplicity of presentation, we supposeJ is finite, writeF for R or C, ℓ2(J)
for FJ, with the usual inner product, andI = IH for the identity onH .

Definition 2.4. For a finite sequence( f j) j∈J in H thesynthesis operator(recon-
struction operator or pre-frame operator) is the linear map

V := [ f j ] j∈J : ℓ2(J)→H : a 7→∑
j∈J

a j f j ,

and its dual is theanalysis operator(or frame transform operator )

V∗ : H → ℓ2(J) : f 7→ (〈 f , f j〉) j∈J.

It is convenient to make little distinction between the sequence( f j) j∈J and the
linear mapV = [ f j ] j∈J, which we will say hasj–th column f j .

The productS := VV∗ : H →H is known as theframe operator. A simple
calculation (see Exer. 2.12) shows the trace ofSandS2 are given by

trace(S) = ‖S1
2‖2F = ∑

j∈J
‖ f j‖2, trace(S2) = ‖S‖2F = ∑

j∈J
∑
k∈J

|〈 f j , fk〉|2. (2.7)

Proposition 2.1.A finite sequence( f j) f∈J in H is a tight frame forH (with frame
bound A) if and only if

S=VV∗ = AIH , V := [ f j ] f∈J. (2.8)

In particular, a tight frame satisfies

∑
j∈J
‖ f j‖2 = dA, d := dim(H ), (2.9)

and

∑
j∈J

∑
k∈J

|〈 f j , fk〉|2 =
1
d

(

∑
j∈J
〈 f j , f j〉

)2
. (2.10)

Proof. Since
S f =VV∗ f = ∑

j
〈 f , f j〉 f j , ∀ f ∈H ,

the Parseval identity (2.3) implies the condition (2.2) is equivalent to (2.8). Taking
the trace of (2.8) and its square gives
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∑
j
‖ f j‖2 = trace(S) = trace(AIH ) = dA,

∑
j
∑
k

|〈 f j , fk〉|2 = trace(S2) = trace(A2IH ) =
1
d
(Ad)2 =

1
d

(

∑
j
〈 f j , f j〉

)2
,

which are (2.9) and (2.10). ⊓⊔
The equations (2.3) and (2.8) will be referred to as theParseval identity, (2.9)

as thetrace formula, and (2.10) as thevariational formula .

ForH = Fd and|J|= n, V is ad×n matrix, and the condition (2.8) says that
the columns ofV are orthogonal and of length

√
A, i.e.,V/

√
A is acoisometry,

equivalently,V∗/
√

A is anisometry.

In §6.2 we show that the variational formula characterises tight frames for finite
dimensional spaces. There isno infinite dimensional counterpart of this result.

2.5 The Gramian

Unitary equivalence has the advantage (over projective unitary equivalence) that it
preserves the inner product between vectors, and hence the Gramian matrix. Indeed,
we will show that the Gramian characterises the equivalenceclass.

Definition 2.5. For a finite sequence ofn vectors( f j) j∈J in H , theGramian2 or
Gram matrix is then×n Hermitian matrix

Gram(( f j) j∈J) := [〈 fk, f j〉] j,k∈J.

This is the matrix representing the linear mapV∗V : ℓ2(J)→ ℓ2(J) with respect
to the standard orthonormal basis{ej} j∈J.

The possible Gramian matrices are precisely the orthogonalprojections:

Theorem 2.1.An n×n matrix P= [p jk] j,k∈J is the Gramian matrix of a normalised
tight frame( f j) j∈J for the spaceH := span{ f j} j∈J if and only if it is an orthogonal
projection matrix, i.e., P= P∗ = P2. Moreover,

d = dim(H ) = rank(P) = trace(P) = ∑
j∈J
‖ f j‖2. (2.11)

Proof. (=⇒) Let Φ = ( f j) j∈J be a normalised tight frame, andP= Gram(Φ). Take
f = fℓ in (2.3) to getfℓ = ∑ j∈J〈 fℓ, f j〉 f j , and take the inner product of this withfk
to obtain

2 Note the( j,k)–entry of the Gramian is〈 fk, f j 〉 = f ∗j fk (so it factorsV∗V), not 〈 f j , fk〉, which is
sometimes used to define the Gramian.
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〈 fk, fℓ〉= ∑
j∈J
〈 f j , fℓ〉〈 fk, f j〉 ⇐⇒ pℓk = ∑

j∈J
pℓ j p jk⇐⇒ P= P2.

But P is Hermitian, sincep jk = 〈φk,φ j〉 = 〈φ j ,φk〉 = pk j, and so is an orthogonal
projection.

(⇐=) Suppose thatP is ann×n matrix, such thatP= P∗ = P2. The columns of
P are f j := Pej , j ∈ J, where{ej} j∈J is the standard orthonormal basis ofℓ2(J). Fix
f ∈H := span{ f j}nj=1⊂ ℓ2(J). Then f = P f , so that

f = P
(

∑
j∈J
〈P f,ej〉ej

)

= ∑
j∈J
〈 f ,Pej〉Pej = ∑

j∈J
〈 f , f j〉 f j ,

i.e.,( f j)
n
j=1 is a normalised tight frame forH , with GramianP.

Finally, taking the trace ofP gives (2.11). ⊓⊔
The condition thatP= Gram(Φ) be an orthogonal projection is equivalent to it

having exactlyd nonzero eigenvalues all equal to 1 (see Exer. 2.17).

Corollary 2.1. (Characterisation of unitary equivalence) Normalised tight frames
are unitarily equivalent if and only if their Gramians are equal.

Proof. Let Φ = ( f j) j∈J, Ψ = (g j) j∈J be normalised tight frames forH andK .
(=⇒) If Φ andΨ are unitarily equivalent, i.e.,g j = U f j , ∀ j, for some unitary

U : H →K , then their Gramians are equal since

〈g j ,gk〉= 〈U f j ,U fk〉= 〈 f j , fk〉.

(⇐=) Suppose the Gramians ofΦ andΨ are equal, i.e.,〈g j ,gk〉= 〈 f j , fk〉, ∀ j,k.
Then, by Exer. 2.19, there is a unitaryU : H →K with g j = U f j , ∀ j. HenceΦ
andΨ are unitarily equivalent. ⊓⊔

In other words:

The properties of a tight frame (up to unitary equivalence) are determined by
its Gramian.

Example 2.8.Equal–norm tight frames of three vectors forC2 are given by

Φ := (

[
1
1

]

,

[
ω
ω2

]

,

[
ω2

ω

]

), Ψ := (

[
1
1

]

,

[
1
ω

]

,

[
1

ω2

]

), ω := e
2π i
3 .

These harmonic frames are not unitarily equivalent since their Gramians

Gram(Φ) =





2 −1 −1
−1 2 −1
−1 −1 2



 , Gram(Ψ) =





2 1+ω 1+ω2

1+ω2 2 1+ω
1+ω 1+ω2 2





are different. They are however projectively unitarily equivalent (see Exer. 2.21).
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2.6 Tight frames as orthogonal projections

We have seen (Exer. 2.6) that the orthogonal projection of anorthonormal basis is a
normalised tight frame (for its span). The converse is also true.

Theorem 2.2.(Năımark) Every finite normalised tight frameΦ = ( f j) j∈J for H is
the orthogonal projection of an orthonormal basis forℓ2(J). Indeed, the orthogo-
nal projection P= Gram(Φ) of the standard orthonormal basis(ej) j∈J (onto the
column space of the Gramian) is unitarily equivalent toΦ via f j 7→ Pej , i.e.,

〈Pej ,Pek〉ℓ2(J) = 〈 f j , fk〉H , ∀ j,k∈ J.

Proof. By Theorem 2.1,P= Gram(Φ) is an orthogonal projection, and so

〈Pej ,Pek〉= 〈Pej ,ek〉= (k, j)–entry ofP= 〈 f j , fk〉.

⊓⊔
WhenΨ andΦ are unitarily equivalent, then we will say thatΨ is acopy of Φ .

With this terminology, Năımark’s theorem says:

A canonical copy of a tight frameΦ is given by the columns of Gram(Φ).

Fig. 2.4: The normalised tight frames{0,e1,e2} and three equally spaced vectors obtained as the
orthogonal projection of an orthonormal basis forR3 ontoR2.

This is one of those often rediscovered theorems, which can be considered as a
special case of Naı̆mark’s theorem (see [AG63] and Exer. 2.26). Hadwiger [Had40]
showed that( f j)

n
j=1 in Rd is a coordinate star (normalised tight frame) if and

only if it is a Pohlke normal star (projection of an orthonormal basis). In signal
processing this method of obtaining tight frames is calledseeding.
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Fig. 2.5: Examples of normalised tight frames of three vectors for R2 obtained as the orthogonal
projection of an orthonormal basis forR3.

Example 2.9.The Gramian of the three equally spaced vectors inR2 is

P=V∗V =





2
3 −1

3 −1
3

−1
3

2
3 −1

3
−1

3 −1
3

2
3



 , V = [v1,v2,v3] =
√

2
3

[

1 −1
2 −1

2

0
√

3
2 −

√
3

2

]

. (2.12)

The (particular choice of) vectors is normalised‖v j‖=
√

2
3 (see Exer. 2.15), so that

(v j) is a normalised tight frame, and henceP is an orthogonal projection.
The columns(Pej) of P give a canonical copy of this normalised tight frame (up

to unitary equivalence), e.g.,

〈Pe1,Pe1〉= 〈





2
3
−1

3
−1

3



 ,





2
3
−1

3
−1

3



〉= 2
3
, 〈Pe1,Pe2〉= 〈





2
3
−1

3
−1

3



 ,





−1
3

2
3
−1

3



〉=−1
3
.

Example 2.10.A crossin Rn is the set obtained by taking an orthonormal basis and
its negatives{±e1, . . . ,±en}, and the orthogonal projection of a cross onto ad–
dimensional subspaceV is a called aeutactic star (see Coxeter [Cox73]). In view
of Theorem 2.2, a eutactic star is precisely a tight frame of the form{±a1, . . . ,±an}
for V, i.e., the union of a tight frame{a1, . . . ,an} and the equivalent frame obtained
by taking its negative. When the vectorsai all have the same length one obtains a
so callednormalisedeutactic star. Since equal–norm tight frames always exist (see
Chapters 7 and 11), so do normalised eutactic stars inRd for everyn≥ d.
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2.7 The construction of tight frames from orthogonal projections

The Gramian of a normalised tight frameΦ = (v j)
n
j=1 for ad–dimensional space is

an orthogonal projectionP. By Theorem 2.2, the columns(Pej) of Pgive a canonical
copy of the frame (up to unitary equivalence) as ad–dimensional subspace ofFn.
To obtain a copy ofΦ in Fd, we consider the rows ofP= Gram(Φ).

Theorem 2.3.(Row construction). Let P∈Cn×n be an orthogonal projection matrix
of rank d. The columns of V= [v1, . . . ,vn] ∈ Cd×n are a normalised tight frame for
Cd with Gramian P if and only if the rows of V are an orthonormal basis for the
row space of P. In particular, such a V can always be obtained by applying the
Gram–Schmidt process to the rows of P.

Proof. (=⇒) Suppose the columns ofV are a normalised tight frame forCd with
GramianP, i.e.,VV∗ = I (the rows ofV are orthonormal) andP=V∗V. Then

row(P) = row(V∗V)⊂ row(V) = row(VV∗V)⊂ row(V∗V) = row(P),

so that row(P) = row(V), and the rows ofV are an orthonormal basis for row(P).
(⇐=) Suppose the rows ofV are an orthonormal basis for row(P). ThenVV∗= I ,

and we have
(V∗V)2 =V∗(VV∗)V =V∗V,

so thatV∗V is an orthogonal projection matrix with the same row space (and hence
column space) asP. ThusV∗V = P. ⊓⊔

In other words:

A frameV = [v1, . . . ,vn] is a copy of a normalised tight frameΦ if and only if
the rows ofV are an orthonormal basis for the row space of Gram(Φ).

Example 2.11.For the three equally spaced vectors of Example 2.9, applying the
Gram–Schmidt process to the first two rows of the GramianP gives

P=





2
3 −1

3 −1
3

−1
3

2
3 −1

3
−1

3 −1
3

2
3



 , −→ V = [v1,v2,v3] =
√

2
3

[

1 −1
2 −1

2

0
√

3
2 −

√
3

2

]

. (2.13)

Example 2.12.ForΦ a tight frame with frame boundA, the matrixP= 1
A Gram(Φ)

is an orthogonal projection, and so a copy ofΦ is given by an orthogonal basis
for the row space ofQ= Gram(Φ) consisting of vectors of length

√
A. For the four

equally spaced unit vectors of (1.7), we haveA= 2, and applying the Gram–Schmidt
process to the first two rows of the GramianQ gives
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Q=








1 1√
3

1√
3
− i√

3
1√
3

1 − i√
3

1√
3

1√
3

i√
3

1 − 1√
3

i√
3

1√
3
− 1√

3
1







−→ V =

[
1 1√

3
1√
3

− i√
3

0
√

2√
3
− i√

2
− 1√

2
√

3
1√
2
+ i√

2
√

3

]

.

Here col(Q) 6= row(Q), and applying Gram–Schmidt to the columns ofQ (instead
of the rows) does not give a copy ofΦ .

2.8 Complementary tight frames

Tight frames are determined (up to unitary equivalence) by their Gramian matrixP,
which is an orthogonal projection matrix (when the frame is normalised), and all
orthogonal projection matrices correspond to normalised tight frames. Thus there is
normalised tight frame with Gramian given by the complementary projectionI −P.

Definition 2.6. Given a finite normalised tight frameΦ with GramianP, we call
any normalised tight frame with GramianI −P its complement. More generally,
we say that two tight frames arecomplementsof each other, if after normalisation
the sum of their Gramians is the identityI .

The complement of a finite tight frame isuniqueup to unitary equivalence (and
normalisation), the complement of the complement is the frame itself, and a tight
frame is equiangular (or equal–norm) if and only if its complement is.

Fig. 2.6: Projecting an orthonormal basis forR3 onto a two–dimensional subspace and its or-
thogonal complement, thereby obtaining a normalised tight frameof three vectors forR2 and the
complementary tight frame of three vectors forR.
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Fig. 2.7: Examples of normalised tight frames of four vectors forR2 and the complementary frames
for R2 (below). A tight frame and its complement can never be unitarilyequivalent.

In view of (2.11), the complement of a tight frame ofn vectors for a space of
dimensiond is a tight frame ofn vectors for a space of dimensionn−d.

A tight frame and its complement can never be unitarily or projectively unitarily
equivalent (Exer. 2.23), though they do have the same symmetries (see§9.2,§9.3).

Example 2.13.The complement of an orthonormal basis forCd is the frame for the
zero vector space given byd zero vectors.

Example 2.14.By (2.12), the Gramian of the complementary frame to the three
equally spaces vectors inR2 is

Q= I −P=





1 0 0
0 1 0
0 0 1



−





2
3 −1

3 −1
3

−1
3

2
3 −1

3
−1

3 −1
3

2
3



=





1
3

1
3

1
3

1
3

1
3

1
3

1
3

1
3

1
3



 .

By the row construction (Theorem 2.3). this is the Gramian ofnormalised tight
frame{ 1√

3
, 1√

3
, 1√

3
} of three repeated vectors forR. The Gramian of an arbitrary

normalised tight frame of three vectors forC2 is considered in Exer. 2.22.

We call the tight frame ofn= d+1 vectors forRd which is the complement of
{ 1√

d+1
, . . . , 1√

d+1
} , thevertices of the (regular) simplexin Rd. This has Gramian

P= [p jk], p jk :=

{
−1
d+1, j 6= k;

d
d+1, j = k.

(2.14)

To find a copy inRd, one can apply the method of Theorem 2.3 to the Gramian.
This example can be generalised to obtainpartition frames.
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2.9 Partition frames

Definition 2.7. Let α = (α1, . . . ,αk) ∈ Zk be a partition ofn, i.e.,

n= α1+ · · ·+αk, 1≤ α1≤ α2≤ ·· · ≤ αk.

Theα–partition frame for Rd, d= n−k, is the complement of the normalised tight
frame ofn vectors forRk given by

( e1√
α1

, . . . ,
e1√
α1

︸ ︷︷ ︸

α1 times

, . . . ,
ek√
αk

, . . . ,
ek√
αk

︸ ︷︷ ︸

αk times

)

. (2.15)

It is said to beproper if α j ≥ 2,∀ j.

The Gramian of theα–partition frame is the block diagonaln×n matrix

P=











B1
. . .

B j
.. .

Bk











, B j :=













α j−1
α j

−1
α j

−1
α j
· · · −1

α j
−1
α j

α j−1
α j

−1
α j
· · · −1

α j
−1
α j

−1
α j

α j−1
α j

−1
α j

...
...

.. . −1
α j

−1
α j

−1
α j

−1
α j

−1
α j

α j−1
α j













(2.16)

where the aboveB j is aα j ×α j orthogonal projection matrix of rankα j −1. Since
each normalised tight frame is unitarily equivalent to the columns of its Gramian,
it follows that the vectors in a proper partition frame are distinct and nonzero. If
α j = 1, then the corresponding partition frame vector is zero.

Example 2.15.(Simplex) Forn = d+1, the trivial partitionα = (d+1) gives the
vertices of the simplex inRd.

Fig. 2.8: The properα–partition frames inR3 for α = (4),(2,3) and(2,2,2), respectively. These
are the vertices of the tetrahedron, trigonal bipyramid and octagon. In four dimensions the possible
choices forα are(5), (2,4), (3,3) and(2,2,3).
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Table 2.1: The proper partition frames inR2 andR3. Here|G| is the order of their symmetry group
G= Sym(Φ) (see Chapter 9, Exer. 9.5).

Partition n Description of partition frame |G|

(3) 3 three equally spaced vectors inR2 6
(2,2) 4 four equally spaced vectors inR2 8
(4) 4 vertices of the tetrahedron inR3 24
(2,3) 5 vertices of the trigonal bipyramid inR3 12
(2,2,2) 6 vertices of the octahedron inR3 48

2.10 Real and complex tight frames

A tight frame for a real Hilbert space is a tight frame for its complexification (see
Exer. 2.28). We will call frames that come in this wayreal tight frames.

Definition 2.8. We say that a tight frame( f j) j∈J is real if its Gramian is a real
matrix, and otherwise it iscomplex.

By Theorem 2.3 (row construction), a tight frame for a spaceH of dimensiond
is real if and only if there is a unitary matrixU : H → Fd for whichU f j ∈ Rd, ∀ j.
Moreover, a frame is complex if and only if its complementaryframe is.

Example 2.16.The vertices of a simplex (or partition frame) are areal frame, by
definition. The second prototypical example (1.7), and the example (a) of Exer. 1.3
arecomplexframes, since their Gramians (after normalisation) are








1
2

1
2
√

3
1

2
√

3
−i

2
√

3
1

2
√

3
1
2

−i
2
√

3
1

2
√

3
1

2
√
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There are intrinsic differences between the classes of realand complex frames,
e.g., see Exer. 1.3,§6.8,§12.1,§12.10 and§12.17.

The real algebraic variety of real and complex normalised finite tight frames (and
unit–norm tight frames) is considered in Chapter 7.

Remark 2.1.One could extend the Definition 2.8 to other fields, e.g., say that the
three equally spaced unit vectors inR2 are a rational tight frame, since their
Gramian has rational entries. In this case, the columns of the Gramian give a copy
of this frame in a rational inner product space (Example 2.9), but the row construc-
tion (Example 2.11) does not give a copy inQ2 (with the Euclidean inner product).
These ideas are explored in [CFW15].
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2.11 SICs and MUBs

There are many interesting and useful examples ofequal–normtight frames(v j),
e.g.,group frames(see§10). Those for which thecross–correlation|〈v j ,vk〉|, j 6= k,
takes a small number of values are of particular interest (especially for applications).
We briefly mention two such classes of frames: theSICsand theMUBs. These
are simple to describe, and come with some intriguing conjectures, which are still
unproven (despite considerable work on them). Indeed, the construction of SICs
(see§14) and maximal sets of MUBs (see§14.2,§8.6) are two central problems in
the theory of finite tight frames.

Definition 2.9. A tight frame ofd2 unit vectors(v j) for Cd is aSIC if

|〈v j ,vk〉|2 =
1

d+1
, j 6= k.

SICs can be viewed as maximal sets of complex equiangular lines. It follows
from the bounds of Theorem 12.2 on such lines, that SICs arecomplex frames.
Their origins as quantum measurements, and the known constructions are detailed
in Chapter 14. The conjecture that SICs exist in every dimension d is known as
Zauner’s conjectureor theSIC problem.

Example 2.17.The second prototypical example (1.7) is a SIC forC2. The case
d = 3 seems to be an exception for SICs. Here the SICs form a a continuous family,
while for d 6= 3 there is currently only a finite number of SICs forCd known.

Definition 2.10.A tight frame consisting ofm orthonormal basesB1, . . . ,Bm is
said to be aMUB (or a set ofm MUBs) for Cd if the bases are mutually unbiased,
i.e.,

|〈v,w〉|2 = 1
d
, v∈B j , w∈Bk, j 6= k.

Mutually unbiased bases have similar uses in quantum state determination as
SICs do. The maximal numberM (d) of MUBs for Cd is bounded above byd+1
(Proposition 12.12). This bound is attained ford a prime power. Beyond this not
much is known [BWB10], e.g., ford = 6 (the firstd which is not a prime power), it
is only known that

3≤M (6)≤ 7.

The MUB problemis to say anything more, e.g., to show thatM (6) = 3 (as is
commonly believed).

Example 2.18.Three mutually unbiased bases inC2 are given by

B1=
{[1

0

]

,

[
0
1

]}

, B2=
{ 1√

2

[
1
1

]

,
1√
2

[
1
−1

]}

, B3=
{ 1√

2

[
1
i

]

,
1√
2

[
1
−i

]}

.

The first two arereal MUBs. The question on how many real MUBs there are and
its connection withassociation schemesis of interest (see [LMO10]). Three MUBs
for R4 can be obtained by choosing a subset of the vertices of the 24–cell in R4.



2.11 SICs and MUBs 23

Notes

The key idea (not to be underestimated) of this section is:

Tight frames are best understood via their Gramian.

Indeed, a tight frameΦ = ( f j)
n
j=1 is determined up to unitary equivalence (and

normalisation) by its GramianP = PΦ , which is an orthogonal projection matrix.
The columns ofPΦ give a (canonical) copy ofΦ , and so the kernel ofPΦ is the
space of linear dependencies between the vectors inΦ , i.e.,

ker(PΦ) = {a∈ Fn : Pa= ∑
j

a jPej = 0}= {a∈ Fn : ∑
j

a j f j = 0}=: dep(Φ).

Since PΦ is determined by ker(PΦ), this observation allows the theory of tight
frames to be extended to any finite dimensional vector space over a subfield ofC
which is closed under conjugation (see Chapter 4).

Many notions ofequivalenceof tight frames appear in the literature (see [Bal99],
[HL00], [GKK01], [Fic01], [HP04]). Here we use a descriptive terminology (from
which all of these can be described). For finite tight frames viewed as sequences
of vectors,unitary equivalenceis the natural equivalence, and when viewed as
(weighted) projections (fusion frames)projective unitary equivalenceis natural.
Unitary equivalence is determined by the Gramian (Corollary 2.1) and projective
unitary unitary equivalence is determined by certainm–products (see Chapter 8).

It is implicit in the Definition 2.1 of atight frame that H be separable, i.e.,
have a countable orthonormal basis. The theory extends, in the obvious way, to
nonseparable spaces, withJ now an uncountable index set. In these cases, it turns out
that all tight frames forH (with nonzero vectors) have the same infinite cardinality,
i.e., the Hilbert dimension ofH . By way of contrast, ifH has finite dimensiond,
then there exist tight frames forH with any countable cardinality greater than or
equal tod.

We will have good reason to consider representations such as(1.3), where the
sum∑ j∈J is replaced by a continuous sum (with respect to some measure). This
generalisation (see Chapter 16) will be called acontinuous tight frame, with the
special case of Definition 2.1 referred to as a (discrete) tight frame.

The book [HKLW07] covers the material of this section. It has asection on
frames inR2 (for tight frames inR3 see [Fic01]). The popular article [KC07a],
[KC07b] advocates the use of tight frames in a number of engineering applications.
It outlines standard terminologyfor frames (resulting from an e-mail discussion
within the frame community), which we adopt, except for our preference ofnor-
malised tight frameoverParseval frame. In this parlance aENPTFis aequal–norm
Parseval tight frame, and similarly.
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Exercises

2.1.By expanding, or otherwise, verify thepolarisation identityfor an inner product
spaceH , i.e.,∀ f ,g∈H that

ℜ〈 f ,g〉= 1
4
(‖ f +g‖2−‖ f −g‖2),

ℑ〈 f ,g〉= 1
4
(‖ f + ig‖2−‖ f − ig‖2), (for H complex).

2.2.Use the polarisation identity to show that the following conditions are equiva-
lent to being a finite tight frame

Parseval: f=
1
A ∑

j∈J
〈 f , f j〉 f j , ∀ f ∈H ,

Plancherel: 〈 f ,g〉= 1
A ∑

j∈J
〈 f , f j〉〈 f j ,g〉, ∀ f ,g∈H .

2.3.Orthogonal projection formula.
Let ( f j) j∈J be a finite tight frame (with frame boundA) for a subspaceK ⊂H .
Show thatP the orthogonal projection onto this subspace is given by

P=
1
A

VV∗ : f 7→ 1
A ∑

j∈J
〈 f , f j〉 f j , V := [ f j ] j∈J.

2.4.Orthogonal bases and tight frames.
(a) Show that an orthogonal basis( f j) j∈J for H is a tight frame if and only if all its
vectors have the same norm, and that it is a normalised tight frame if and only if it
is an orthonormal basis.
(b) Show that if( f j) is a normalised tight frame, then‖ f j‖ ≤ 1,∀ j ∈ J, and

‖ f j‖= 1 ⇐⇒ f j ⊥ fk, ∀k 6= j.

In particular, the only normalised tight frames whose vectors all have unit length are
the orthonormal bases.

2.5.Unitary images of tight frames.
(a) Show that the image of a tight frame( f j) j∈J under a unitary mapU is a tight
frame with the same frame bound.
(b) Show that if( f j) is a finite normalised tight frame forH , andT is a linear map
for which (T f j) is also, thenT is a unitary map.

2.6.Projections of normalised tight frames are normalised tight frames.
A linear mapP : H →H on a Hilbert space is anorthogonal projection if P2 =P
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andP∗ = P. Show that if( f j) j∈J is a normalised tight frame for a Hilbert space
K andP is an orthogonal projection onto a subspaceH ⊂ K , then(P f j) is a
normalised tight frame forH . (This is obvious in the context of Theorem 2.2.)

2.7.Partial isometries map normalised tight frames to normalised tight frames.
A linear mapL : H →K between Hilbert spaces is anisometry if L∗L = IH , i.e.,
it is norm preserving:

‖Lx‖= ‖x‖, ∀x∈H .

It is acoisometry if L∗ : K →H is an isometry, i.e.,L∗ is norm preserving.
Let Φ be a finite normalised tight frame forH , andQ : H →K be a linear map.
Show that the following are equivalent
(a)Q is a partial isometry, i.e., its restriction to(kerQ)⊥ = ran(Q∗) is an isometry.
(b) QQ∗ is an orthogonal projection.
(c) Q∗Q is an orthogonal projection.
(d) QΦ is a normalised tight frame (for its span).
Remark.Since unitary maps and orthogonal projections are partial isometries, this
generalises Exercises 2.5 and 2.6. It appears as a special case in Exer. 3.5.

2.8.m If U is ann×n unitary matrix (or a scalar multiple of one) with entries of
constant modulus, then anequal–norm tight framefor Fd is given by the columns
of thed×n submatrix obtained from it by selectingany dof its rows.
(a) WhenF= R, suchU , with entries±1, are calledHadamard matrices. Use the
matlab functionhadamard(n) (defined forn, n

12 or n
20 a power of 2) to construct

equal–norm tight frames ofn vectors inRd.
Remark:It can be shown that if a Hadamard matrix exists, thenn = 1,2 or n is
divisible by 4. TheHadamard conjecture is that there exists a Hadamard matrix of
sizen= 4k, for everyk. The smallest open case (in 2010) isn= 668.
(b) Show that the Fourier matrixF = 1√

n[ω
jk]0≤ j,k<n, ω = e

2π i
n of (2.5) is unitary

and has order 4. Use thematlab functionfft(X) (Discrete Fourier transform) to
constructF , and hence equal–norm tight frames ofn vectors inCd.
Remark:It is always possible to obtain a real frame in this way.

2.9.Tight frames forR2.
(a) Show the vectors(v j)

n
j=1, v j = (x j ,y j) ∈ R2 are a tight frame forR2 if and only

if the diagram vectorsw j := (x j + iy j)
2 ∈ C sum to zero (inC).

(b) Show that two tight frames forR2 are projectively unitarily equivalent if and
only if their diagram vectors are scalar multiples of each other.
(c) Show that up to projective unitary equivalence the only equal–norm tight frame
of three vectors forR2 is three equally spaced unit vectors.
(d) Show that all unit–norm tight frames of four vectors forR2 are the union of
two orthonormal bases. This gives a one–parameter family ofprojectively unitarily
inequivalent unit–norm tight frames of four vectors forR2.
(e) Show the tight frames of five unit vectors forR2 with diagram vectors



26 2 Tight frames

{eiθ ,e−iθ ,ei(θ+ψ),e−i(θ+ψ),−1}, 0< θ <
π
2
, cos2θ +cos(2θ +2ψ) =

1
2

are projectively unitarily inequivalent, and that none is the union of an orthonormal
basis and three equally spaced vectors.

2.10.Projective unitary equivalence inR2.
(a) For unit–norm tight frames ofn vectors forR2 show that the equivalence classes
for projective unitary equivalence up to reorderingare in 1–1 correspondence with
convexn–gons with sides of unit length (given by a sum of diagram vectors).
(b) What do subsets of orthonormal vectors correspond to on the polygon?
(c) What is then–gon corresponding to the tight frame forR2 given byn equally
spaced unit vectors?
(d) Does every finite tight frames forR2 correspond to some convex polygon?

2.11.Thecomplex conjugateof H is the Hilbert spaceH of all formal complex
conjugates with addition, scalar multiplication and innerproduct given by

v+w= v+w, αv= αv, 〈v,w〉= 〈v,w〉. (2.18)

(a) Show that theconjugation mapC : H →H : v 7→ v is antilinear.
(b) Suppose thatΦ = ( f j) is a sequence of vectors inH andΦ := ( f j)⊂H . Show
that the frame operator and Gramian satisfy

SΦ =CSΦC−1, Gram(Φ) = Gram(Φ).

HenceC maps tight frames to a tight frames (with the same boundA).
(c) Suppose thatH =V, with V a subspace ofCd. Show thatH is isomorphic to
the subspaceV := {v : v∈V} of Cd, wherev= (v j) := (v j).

2.12.Show the frame operatorS for a sequence of vectorsf1, . . . , fn satisfies:
(a) trace(S) = ∑ j ‖ f j‖2.
(b) trace(S2) = (‖S‖F)2 = ∑ j ∑k |〈 f j , fk〉|2.
Hint: The trace operator satisfies trace(AB) = trace(BA).

2.13.Trace formula. Show that if( f j) j∈J is a finite normalised tight frame forH
andL : H →H is a linear transformation, then its trace is given by

trace(L) = ∑
j∈J
〈L f j , f j〉.

In particular, whenL is the identity map we obtain thetrace formula(2.9).

2.14.Let H be have finite dimensiond≥ 1. Show that
(a) There exists a tight frame( f j)

∞
j=1 for H , with infinitely many nonzero vectors.

(b) For any such tight frame,‖ f j‖→ 0 as j → ∞.
(c) There are no equal–norm tight frames forH with infinitely many vectors.
Remark:In contrast, thecontinuoustight frame(uθ ) for R2 of (1.3) has uncountably
many equal–norm vectors.



2.11 SICs and MUBs 27

2.15.Equal–norms. Show that if( f j) is an equal–normtight frame ofn vectors
(with frame boundA) for a spaceH of dimensiond, then

‖ f j‖=
√

dA
n
, ∀ j.

In particular, if( f j) is unit–norm, i.e.,‖ f j‖= 1,∀ j, then 1
A = d

n ,

2.16.Equiangularity. Show that if( f j) is anequiangulartight frame ofn> 1 vec-
tors (with frame boundA) for a spaceH of dimensiond, then its Gramian satisfies

〈 f j , f j〉=
dA
n
, ∀ j, |〈 f j , fk〉|=

A
n

√

d(n−d)
n−1

, j 6= k.

2.17.Let Φ = ( f j) j∈J be a finite sequence of vectors inH , whered = dim(H ),
andV := [ f j ] j∈J. ShowΦ is a normalised tight frame forH if and only if
(a) Gram(Φ) =V∗V has exactlyd nonzero eigenvalues all equal to 1.
(b) The frame operatorSΦ =VV∗ has all its eigenvalues equal to 1.
(c) The synthesis operatorV hasd singular values equal to 1.
(d) The analysis operatorV∗ hasd singular values equal to 1.

2.18.Isometries.Let Φ = ( f j) j∈J ⊂H , andV∗ : H → ℓ2(J) : f 7→ (〈 f , f j〉) j∈J be
the analysis operator. Show that the following are equivalent
(a) Φ is a normalised tight frame forH .
(b) V∗ is inner product preserving, i.e.,〈V∗ f ,V∗g〉= 〈 f ,g〉, ∀ f ,g∈H .
(c) V∗ is anisometry, i.e.,‖V∗ f‖= ‖ f‖, ∀ f ∈H .

2.19.Suppose thatΦ = ( f j)
n
j=1 andΨ = (g j)

n
j=1 are sequences of vectors, with

H = span(Φ) andK = span(Ψ). Show there is a unitary mapU : H →K with
g j =U f j , ∀ j if and only if 〈 f j , fk〉= 〈g j ,gk〉, ∀ j,k, i.e., Gram(Φ) = Gram(Ψ).

2.20.(a) Expressunitary equivalence up to reorderingin terms of the Gramian.
(b) Expressprojective unitary equivalence up to reorderingin terms of the Gramian.
(c) Show that a necessary, but not sufficient, condition for normalised tight frames
( f j) j∈J and (g j) j∈K to be projectively equivalent up to reordering is that thereis
a permutationσ : J→ K with |〈gσ j ,gσk〉| = |〈 f j , fk〉|, ∀ j,k ∈ J. In particular, the
multisets{|〈 f j , fk〉|} j,k∈J and{|〈g j , fk〉|} j,k∈J must be equal.

2.21.(a) Show that normalised tight framesΦ andΨ are projectively unitarily
equivalent up to reordering if and only if their complementsare.
(b) Show that all equal–norm tight frames ofn= d+1 vectors inFd are projectively
unitarily equivalent, and hence are equiangular.
(c) For the unitarily inequivalent equal–norm frames of three vectors forC2 given
in Example 2.8, find a unitary matrixU (and scalarsα j ) which give the projective
unitary equivalenceg j = α jU f j , whereΦ = ( f j) andΨ = (g j).
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2.22.Find all possible normalised tight frames of three vectors forC2 up to unitary
equivalence.

2.23.Show that no tight frame can be unitarily equivalent to its complement. Can a
tight frame be projectively unitarily equivalent to its complement?

2.24.m Write amatlab function for the complementary tight frame usingnull .

2.25.m (a) By using an inductive argument based on complements, prove that an
equal–norm tight frame ofn vectors forFd can be constructed, for alln> d.
(b) Write a functionENTF(n,d) to construct such equal–norm tight frames.
(c) Construct an equal–norm tight frame of 8 vectors forR3.

2.26.M. A. Năımark’s theorem.
An orthogonal resolution of the identity for a Hilbert spaceH is a one parameter
family (Et)t∈R of orthogonal projections onH , for whicht 7→Et is left continuous,
and

lim
t→−∞

Et = 0, lim
t→∞

Et = IH , EsEt = Emin{s,t}.

A generalised resolution of the identityis a family (Ft)t∈R, for which the differ-
encesFt −Fs, s< t are bounded positive operators,t 7→ Ft is left continuous, and

lim
t→−∞

Ft = 0, lim
t→∞

Ft = IH .

Năımark’s theorem (see, e.g., [AG63]) says that every generalised resolution of the
identity for H is the orthogonal projection ontoH of an orthogonal resolution of
the identity for some larger Hilbert spaceK ⊃H .
(a) Let( f j)

n
j=1 be a finite normalised tight frame for which none of the vectors are

zero. Show that a generalised resolution of the identity is given by

Ft f := ∑
j≤t
〈 f , f j〉 f j , ∀ f ∈H .

(b) By Năımark’s theorem, there is a Hilbert spaceK ⊃H , and an orthogonal
resolution of the identity(Et) for K , such thatFt = PEt , whereP is the orthogonal
projection ofK ontoH . Conclude that

IH =
n

∑
j=1

(Fj −Fj−1) =
n

∑
j=1

PQj , Q j := E j −E j−1

whereQ j is an orthogonal projection, andQ j ⊥Qk, k 6= j.
(c) Show thatK can be taken to ben dimensional.
(d) Prove Năımark’s theorem forH = Fd by takingV = [ f1, . . . , fn] which has
orthonormal rows, and extend it to obtain a unitary matrix.

2.27.Suppose that(u j + iv j)
n
j=1 is a normalised tight frame ofn vectors forCd,

whereu j ,v j ∈ Rd. Prove that(u1, . . . ,un,v1, . . . ,vn) is a normalised tight frame of
2n vectors forRd.
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2.28.Show that a tight frame forRd is tight frame forCd.

2.29.Normalised tight frames and linear mappings.
Let ( f j) j∈J and(gk)k∈K be finite normalised tight frames forH andK . Denote the
vector space of all linear mapsH →K by L (H ,K ).
(a) Show that theHilbert–Schmidtinner product onL (H ,K ) satisfies

〈L,M〉HS := trace(M∗L) = ∑
j∈J
〈L f j ,M f j〉= ∑

k∈K

〈M∗gk,L
∗gk〉.

Remark:TakingM = IH gives the trace formula of Exer. 2.13.
(b) Let f ∗j beH → F : f 7→ 〈 f , f j〉. Show that(gk f ∗j ) j∈J,k∈K is a normalised tight
frame (of rank one maps) forL (H ,K ) with the Hilbert-Schmidt inner product.

2.30.Matrices with respect to a normalised tight frame.
Normalised tight frames can be used to represent vectors andlinear maps in much
the same way as orthonormal bases. Suppose that( f j) j∈J and (gk)k∈K are finite
normalised tight frames forH andK , and letV = [ f j ] j∈J, W = [gk]k∈K . Then the
coordinatesx of f ∈H with respect to( f j), and thematrix A representing a linear
mapL : H →K with respect to( f j) and(gk) are

x= [ f ] :=V∗ f ∈ FJ, A= [L] :=W∗LV ∈ FJ×J.

(a) Show that[L f ] = Ax, and f , L can be recovered viaf =Vx, L =WAV∗.
(b) Show that[αL+βM] = α[L]+β [M], α,β ∈ F, and[L∗] = [L]∗.
(c) Show that the composition of linear maps satisfies[ML] = [M][L].
(d) SupposeL : H →H , andW = V. Show thatf is an eigenvector ofL for the
eigenvalueλ if and only if Ax= λx, i.e., eigenvectors ofL correspond to the eigen-
vectors ofA that are in the range ofV∗.
(e) ShowL andA have the same singular values, and hence the same rank.





Chapter 3
Frames

A finite (normalised) tight frame is a spanning set( f j)
n
j=1 for H , for which

f =
n

∑
j=1
〈 f , f j〉 f j , ∀ f ∈H .

This expansion can be further generalised, by replacing therank one orthogonal
projectionsf 7→ 〈 f , f j〉 f j , by rank one projectionsf 7→ 〈 f ,g j〉 f j , to obtain what is
called a (nontight) frame expansion.

This elegant theory includes orthogonal and biorthogonal expansions as special
cases. It will be mostly used as a route to obtain the so calledcanonicaltight frame.
This is a normalised tight frame naturally associated with agiven frame, which is as
close as possible to it.

3.1 Motivation

Suppose that( f j)
n
j=1 spansH , so that eachf ∈H can be reconstructed

f =
n

∑
j=1

c j f j , ⇐⇒ Vc= f , V := [ f j ]
n
j=1,

for somecoefficientsc j = c j( f ) ∈ F, which are unique if and only if( f j) is a basis,
i.e., n = dim(H ). However, there is always aunique least squares solution (one
minimising∑ j |c j |2) given by

c=V† f =V∗S−1 f ⇐⇒ c j = 〈 f ,S−1 f j〉,

whereS := VV∗, andV† = V∗(VV∗)−1 : H → Fn is thepseudoinverseof V (see
Exercises 3.2 and 3.3), The coefficientsc j = 〈 f ,S−1 f j〉 are linear functions of f ,
whose Riesz representers

g j = f̃ j := S−1 f j

will be called thedual frame.

31
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3.2 A frame and its dual

A finite frame( f j) j∈J for H is simply a spanning set (see Exer. 3.6), i.e.,

V = [ f j ] j∈J : ℓ2(J)→H is ontoH ,

which implies thatS=VV∗ is (boundedly) invertible. ForH infinite dimensional
(or J infinite), the following condition ensures thatV andScan be defined, such that
V is onto andShas a bounded inverse.

Definition 3.1. A countable sequence( f j) j∈J in a Hilbert space is said to be aframe
(for H ) if there exists (frame bounds)A,B> 0, such that

A‖ f‖2≤∑
j∈J
|〈 f , f j〉|2≤ B‖ f‖2, ∀ f ∈H . (3.1)

The best possibleA,B are calledthe (optimal) frame bounds.

A finite frame forH is precisely a spanning sequence forH .

Given a frameΦ = ( f j) for H , we recall theframe operator S=SΦ : H →H

is theself adjoint operatordefined byS:=VV∗, i.e.,

S f := ∑
j∈J
〈 f , f j〉 f j , ∀ f ∈H ,

whereV := [ f j ] j∈J is the synthesis operator. The frame bounds (3.1) can be written

〈A f, f 〉 ≤ 〈S f, f 〉 ≤ 〈B f, f 〉, ∀ f ∈H ⇐⇒ AIH ≤ S≤ BIH . (3.2)

From this, it follows thatS is positive, with abounded inversesatisfying

1
B

IH ≤ S−1≤ 1
A

IH .

and the optimal frame bounds are (cf Exer. 3.7)

A= AΦ := smallest eigenvalue ofS, B= BΦ := largest eigenvalue ofS.

We can therefore define the dual frame, which is indeed a frame.

Definition 3.2. Given a frameΦ = ( f j) j∈J for H , with frame operatorS, the
(canonical) dual frame1 Φ̃ = (g j) j∈J for H is defined by

g j = f̃ j := S−1 f j .

1 Sometimes thedual frameis called thecanonical dual frameto distinguish it from a so called
alternate dual frame(see§3.10).
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The synthesis operator for the dual frameΦ̃ is W = [ f̃ j ] = S−1V, and so

SΦ̃ =WW∗ = (S−1V)V∗S−1 = S−1 = S−1
Φ . (3.3)

Thus the dual frameΨ = Φ̃ is a frame, with Ψ̃ = Φ , and optimal frame bounds

AΦ̃ =
1

BΦ
, BΦ̃ =

1
AΦ

.

The Gramian of a frame and its the dual are pseudoinverses of each other (Exer. 3.3)

Gram(Φ̃) = Gram(Φ)†, Gram(Φ) = Gram(Φ̃)†. (3.4)

Proposition 3.1.Let ( f j) j∈J be a finite frame forH , i.e., a spanning set, and let
f̃ j := S−1 f j be the dual frame. Then we have the frame expansion

f = ∑
j∈J
〈 f , f̃ j〉 f j = ∑

j∈J
〈 f , f j〉 f̃ j , ∀ f ∈H . (3.5)

Moreover, suppose that f= ∑ j c j f j , for some coefficients cj , then

∑
j∈J
|c j |2 = ∑

j∈J
|〈 f , f̃ j〉|2+ ∑

j∈J
|c j −〈 f , f̃ j〉|2. (3.6)

Proof. Since[ f̃ j ] j∈J = S−1V, V := [ f j ] j∈J, the equation (3.5) can be written

IH =V(S−1V)∗ = (S−1V)V∗, S:=VV∗,

which clearly holds. Supposef =Vc, and writec as the least squares solution, plus
the error

c=V∗S−1 f +(c−V∗S−1 f ).

These vectors are orthogonal (see Exer. 3.2) since

〈V∗S−1 f ,c−V∗S−1 f 〉= 〈S−1 f ,Vc−VV∗S−1 f 〉= 〈S−1 f , f − f 〉= 0,

and so, by Pythagoras,‖c‖2 = ‖V∗S−1 f‖2 + ‖c−V∗S−1 f‖2, which gives (3.6),
since(V∗S−1 f ) j = ((S−1V)∗ f ) j = 〈 f , f̃ j〉. ⊓⊔

It follows from Proposition 3.1 that given a finite spanning sequence( f j) for a
vector space (overR orC), for each vectorf there are unique coefficients(c j) with
f = ∑ j c j f j and∑ j |c j |2 minimal. Thesec j are linear functions off and are called
thecanonical coordinatesof f (see§4).

Example 3.1.For( f j) a basis forH , (3.5) implies that(〈·, f̃ j〉) is the corresponding
dual basis(coordinate functionals), i.e.,( f j) and( f̃ j) form abiorthogonal system

〈 f j , f̃k〉=
{

1, j = k;

0, j 6= k.
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Example 3.2.If ( f j) is a tight frame, then (3.2) reduces toS= AIH , and so the dual
frame is given byf̃ j = S−1 f j =

1
A f j .

Example 3.3.Consider the frameΦ = (e1,αe2,βe2), α2+β 2 > 0, forR2. Then

V =

[
1 0 0
0 α β

]

, S=

[
1 0
0 α2+β 2

]

, W = S−1V =

[

1 0 0
0 α

α2+β 2
β

α2+β 2

]

,

so the dual frame is̃Φ = (e1,
α

α2+β 2 e2,
β

α2+β 2 e2), and (3.5) gives the expansion

x=

(
x1

x2

)

= x1e1+
αx2

α2+β 2 (αe2)+
βx2

α2+β 2 (βe2), ∀x∈ R2.

Other choices for̃Φ that satisfy (3.5) include(e1,
1
α e2,0) and(e1,0, 1

β e2) (α,β 6= 0),
which give the (orthogonal) expansions

x= x1e1+
x2

α
(αe2)+0(βe2) = x1e1+0(αe2)+

x2

β
(βe2), ∀x∈ R2.

Observe that these coefficients have greaterℓ2–norm than those for the dual frame.
This illustrates the tendency of a frame to distribute information about a function

evenlyover the coefficients, rather than concentrate it on a few. Indeed, sinceS is
invertible, it follows thatf j 6= 0 if and only if f̃ j 6= 0.

Example 3.4.If ( f j) is a normalised tight frame forH and T : H → H is an
invertible linear map, then the frames(T∗ f j) and(T−1 f j) are dual (see Exer. 3.4).

Fig. 3.1: A frame (solid heads) and its dual, for 5, 10 and 15 random vectors inR2.

Example 3.5.(Exer. 3.5) The imageΨ = QΦ of a frameΦ under a linear map
Q : H →K is again a frame (for its span), with frame bounds

AΨ ≥ AΦ‖Q†‖−2, BΨ ≤ BΦ‖Q‖2.
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3.3 The canonical tight frame

Given a frame (or its dual), there is a naturally associatedtight frame, which inherits
properties of the original (see, e.g., Theorem 10.1).

Definition 3.3. If Φ = ( f j) is a frame forH , with frame operatorS= SΦ , then the
correspondingcanonical tight frame Φcan= ( f can

j ) is given by

g j = f can
j := S−

1
2 f j , ∀ j.

To find the canonical tight frame, one must calculateS−
1
2 , the positive square root

of the inverse of the frame operatorS. In practice, this may be a difficult numerical
or analytical calculation (see§3.9). IfV =U1ΣU∗2 is a singular value decomposition
of V = [ f j ], then (see Exer. 3.9) the canonical tight frame is given by

[ f can
j ] =U1

[
I 0
]
U∗2 =U1U

∗
2 . (3.7)

Theorem 3.1.Let Φ = ( f j) j∈J be a finite frame forH . Then the canonical tight

frame fcan
j := S

− 1
2

Φ f j is a normalised tight frame, i.e.,

f = ∑
j∈J
〈 f , f can

j 〉 f can
j , ∀ f ∈H . (3.8)

Moreover,(Φ̃)can= Φcan, and the Gramian is the orthogonal projection matrix with
the same kernel as the synthesis operator V= [ f j ], and satisfies

Gram(Φcan) = Gram(Φ)Gram(Φ̃) = Gram(Φ̃)Gram(Φ). (3.9)

Proof. Let U = [ f can
j ] j∈J = S−

1
2V be the synthesis operator of( f can

j ). Then

UU∗ = (S−
1
2V)(V∗S−

1
2 ) = S−

1
2 SS−

1
2 = IH ,

which is (3.8). The other observations follow similarly (see Exer. 3.10). ⊓⊔

Example 3.6.If ( f j) is a basis forH , then the canonical tight frame is an orthonor-
mal basis known as thesymmetric or Löwdin orthogonalisation of ( f j). It was
first obtained via asymmetricversion of the Gram–Schmidt algorithm, and is the
closest orthonormal basis to( f j) (see Corollary 3.3).

Example 3.7.If ( f j) is an equal–norm frame forH , then the dual frame and the
canonical tight frame need not have vectors of equal length,e.g., the canonical dual
of the frame of Example 3.3 isΦcan= (e1,

α√
α2+β 2

e2,
β√

α2+β 2
e2) (takeα = β = 1).

They do satisfy (see Exer. 3.13)

〈 f j , f̃ j〉= 〈 f̃ j , f j〉= ‖ f can
j ‖2, ∀ j =⇒ ∑

j∈J
〈 f j , f̃ j〉= d = dim(H ).
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Example 3.8.(Exer. 3.16) IfΦ = ( f j) is a frame forH , andQ : H →H is an
invertible linear map, thenΨ := QΦ = (Q f j) is a frame forH , and

Ψ can=UΦcan,

whereU is unitary. Equivalently, Gram(Ψ can) = Gram(Φcan).

The synthesis operator of the canonical tight frame forΦ = ( f j) j∈J

U = [ f can
j ] j∈J = S−

1
2V : ℓ2(J)→H

is apartial isometry, which appears in the polar decomposition ofV = [ f j ] j∈J.

Corollary 3.1. (Polar decomposition). LetΦ = ( f j) j∈J be a finite frame forH , and
U = [ f can

j ] j∈J. Then the polar decomposition of the synthesis operator V= [ f j ] j∈J

into a product of a partial isometry and a positive operator is

V =UG
1
2 = S

1
2U, G= Gram(Φ) =V∗V, S= SΦ =VV∗. (3.10)

Proof. Let V =U1ΣU∗2 be a singular value decomposition ofV. Then (3.10) is the
polar decomposition ofA=V, where

U =U1U
∗
2 , P= (V∗V)

1
2 = G

1
2 , Q= (VV∗)

1
2 = S

1
2 ,

and we recognise thatU is [ f can
j ], by (3.7). ⊓⊔

The Gramian of the canonical tight frame is an orthogonal projection

P= Gram(Φcan) =V∗S−1V : ℓ2(J)→ ℓ2(J), (3.11)

which gives the coefficientsc with f = ∑ j c j f j of minimal ℓ2–norm.

Corollary 3.2. Let Φ = ( f j) j∈J be a finite frame forH , and V = [ f j ] j∈J. If
f = Va, then the coefficients c of minimalℓ2–norm with f = Vc are given by
c= Gram(Φcan)a. In particular, V can be expanded

V =V Gram(Φcan), (3.12)

where
ran(V∗) = ker(V)⊥ = ran(Gram(Φcan)). (3.13)

Proof. By Proposition 3.1, the coefficientsc of minimal ℓ2–norm are given by

c=V∗S−1 f =V∗S−1Va= (S−
1
2V)∗(S−

1
2V)a= Gram(Φcan)a. (3.14)

Left multiplying c=V∗S−1Va= Gram(Φcan)a by V gives

VV∗S−1Va=Va=V Gram(Φcan)a, ∀a =⇒ V =V Gram(Φcan).

Finally, sinceS is invertible andV is onto, we obtain (3.13) from (3.11) ⊓⊔
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Fig. 3.2: A frame ofn randomly chosen unit vectors (solid arrowheads), its dual, and the canonical
tight frame (circles), forn= 8 andn= 16.

Thus, ifV = [ f j ] is the synthesis operator of a finite frameΦ = ( f j), then

V =V Gram(Φcan) =U Gram(Φ)
1
2 = S

1
2
ΦU,

where Gram(Φcan) is an orthogonal projection,U := [ f can
j ] is a coisometry,

Gram(Φ) is positive semidefinite, andSΦ is positive definite.

For a given a frame( f j)
n
j=1, the canonical tight frame is theclosesttight frame

(g j)
n
j=1 in the sense of minimising the least squares error

n

∑
j=1
‖ f j −g j‖2 = ‖[ f j ]

n
j=1− [g j ]

n
j=1‖2F .

Theorem 3.2.LetΦ = ( f j)
n
j=1 be a frame forH , andλ1, . . . ,λd be the eigenvalues

of SΦ . If Ψ = (g j)
n
j=1 is a tight frame forH , with frame bound A, then

n

∑
j=1
‖ f j −g j‖2≥

d

∑
k=1

(
√

λk−
√

A)2, (3.15)

with equality if and only ifΨ =
√

AΦcan.

Proof. With V = [ f j ]
n
j=1, W = [g j ]

n
j=1, we compute

∑ j ‖ f j −g j‖2 = trace((V−W)∗(V−W))

= trace(V∗V)+ trace(W∗W)− trace(W∗V)− trace(V∗W)

= trace(VV∗)+ trace(WW∗)− trace(W∗V)− trace(W∗V)

= trace(SΦ)+ trace(SΨ )−2ℜ trace(W∗V)

= ∑k λk+∑k A−2ℜ trace(W∗V).
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Hence we must prove that

ℜ(trace(W∗V)) = ℜ∑
j
〈 f j ,g j〉 ≤∑

k

√

λk

√
A. (3.16)

Let u1, . . . ,ud an orthonormal basis of eigenvectors forSΦ corresponding to the
eigenvaluesλ1, . . . ,λd. Then (3.16) can be expanded

ℜ
n

∑
j=1
〈 f j ,g j〉= ℜ

n

∑
j=1

d

∑
k=1

〈 f j ,uk〉〈uk,g j〉

=
d

∑
k=1

ℜ
n

∑
j=1
〈 f j ,uk〉〈g j ,uk〉 ≤

d

∑
k=1

√

λk

√
A.

It would therefore suffice to prove that

ℜ
n

∑
j=1
〈 f j ,uk〉〈g j ,uk〉 ≤

√

λk

√
A, ∀k

which we now do. Firstly,

ℜ
n

∑
j=1
〈 f j ,uk〉〈g j ,uk〉 ≤

∣
∣
∣

n

∑
j=1
〈 f j ,uk〉〈g j ,uk〉

∣
∣
∣,

with equality if and only if

n

∑
j=1
〈 f j ,uk〉〈g j ,uk〉=

∣
∣
∣

n

∑
j=1
〈 f j ,uk〉〈g j ,uk〉

∣
∣
∣≥ 0. (3.17)

By the Cauchy–Schwarz inequality,

∣
∣
∣

n

∑
j=1
〈 f j ,uk〉〈g j ,uk〉

∣
∣
∣≤
(

∑
j
|〈 f j ,uk〉|2

) 1
2
(

∑
j
|〈g j ,uk〉|2

) 1
2

=
√

〈SΦuk,uk〉
√

〈SΨ uk,uk〉=
√

λk

√
A,

with equality if and only if

〈 f j ,uk〉= ck〈g j ,uk〉, ∀ j, |ckA|=
√

λk

√
A. (3.18)

Thus we obtain the desired inequality (3.15).
There is equality in (3.15) if and only if (3.17) and (3.18) hold. These together

imply ck =
√

λk/
√

A, and hence
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g j =
d

∑
k=1

〈g j ,uk〉uk =
d

∑
k=1

√
A

√

λk

〈 f j ,uk〉uk =

√
A

√

λk

d

∑
k=1

〈S−
1
2

Φ f j ,S
1
2
Φuk〉uk

=

√
A

√

λk

d

∑
k=1

〈S−
1
2

Φ f j ,
√

λkuk〉uk =
√

AS
− 1

2
Φ f j =

√
A fcan

j ,

as claimed. ⊓⊔

Corollary 3.3. LetΦ = ( f j)
n
j=1 be a frame forH , andλ1, . . . ,λd be the eigenvalues

of the frame operator S= SΦ . Then

min{
n

∑
j=1
‖ f j −g j‖2 : Ψ = (g j) is a tight frame forH }=

d

∑
k=1

λk−
1
d

( d

∑
k=1

√

λk

)2
,

which is attained if and only if

Ψ =
√

AΦcan,
√

A :=
1
d

d

∑
k=1

√

λk.

Proof. The minimum of
√

A 7→∑k(
√

λk−
√

A)2 occurs when its derivative is zero:

−2
d

∑
k=1

(
√

λk−
√

A) = 0 =⇒
√

A=
1
d

d

∑
k=1

√

λk,

and this minimum value∑k(
√

λk−
√

A)2 can be simplified as claimed. ⊓⊔
In terms of matrices (see Exer. 3.17) this result says that the minimum

min
W∈Fd×n, A>0

WW∗=AI

‖V−W‖F , rank(V) = d

is uniquely attained for

W =
trace((VV∗)

1
2 )

d
(VV∗)−

1
2V =

trace(S
1
2 )

d
S−

1
2V.

LetV = [ f j ] be a finite frame forFd. Then there is a unique tight frame closest
to it given by √

A( f can
j ),

√
A= trace((VV∗)

1
2 )/d.



40 3 Frames

3.4 Unitarily equivalent frames

As for tight frames, we say that finite framesΦ = ( f j) j∈J andΨ = (g j) j∈J, with
the same index setJ, areunitarily equivalent if there is ac> 0 and a unitaryU for
which

g j = cU f j , ∀ j ∈ J.

The dual and canonical tight frames are related as follows (see Exer. 3.16)

g̃ j =
1
c
U f̃ j , gcan

j =U f can
j , ∀ j ∈ J.

Moreover, the Gramians satisfy Gram(Ψ) = c2Gram(Φ), which gives the following
generalisation of Corollary 2.1.

Unitarily equivalent frames are uniquely determined by their Gramians (up to
a positive scalar multiplier).

The Gramian of a normalised tight frames is a projection matrix, and vice a versa.
Any positive semidefinite matrix is the Gramian of some frame.

Theorem 3.3.An n× n matrix M= [mjk] j,k∈J is the Gramian matrix of a frame
Φ = ( f j) j∈J for the spaceH := span{ f j} j∈J if and only if it is positive semidefinite,
i.e., M= M∗ and〈M f , f 〉 ≥ 0, ∀ f ∈H . Moreover,

d = dim(H ) = rank(M), (3.19)

and a copy of the frame is given by the columns of any matrix L for which L∗L = M
(e.g., the positive square root L= M

1
2 , or a Cholesky factor L= R).

Proof. Since the Gramian can be factorised as Gram(Φ) = V∗V, V = [ f j ] j∈J, it is
positive semidefinite:〈V∗V f, f 〉= 〈V f,V f〉 ≥ 0.

Conversely, suppose thatM is a positive semidefiniten×n matrix. ThenM can
be factoredM = L∗L for somem× n matrix. For example, letm= n, and take
L = R from a Cholesky factorisationM = R∗R (which exists, though it may not be
numerically stable to calculate), or withM =UDU∗ a unitary diagonalisation ofM,
take the positive square rootL = M

1
2 := D

1
2U∗. The columns ofL are a frame with

GramianM, since

〈Lej ,Lek〉= 〈L∗Lej ,ek〉= 〈Mej ,ek〉= (k, j)–entry ofM.

⊓⊔
This result, i.e., that every positive semidefinite matrix is the Gramian of some

sequence of vectors (which is a frame for its span) is well known (cf [Ros97]).
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Example 3.9.(Exer. 3.19) A sequence ofn unit vectorsΦ = (v j)
n
j=1 in Rd, d > 1, is

said to beθ–isogonal2 if

〈v j ,vk〉= a := cosθ , ∀ j 6= k.

The eigenvalues of the GramianM of such a sequence arena− a+ 1 and 1− a
(multiplicity n−1). Since the Gramian is positive semidefinite,−1

n−1 ≤ a≤ 1, and its

rank is either 1 (a= 1), n−1 (a= −1
n−1), or n. Thus the only isogonal configurations

up to unitary equivalence are thed+1 vertices of of the regular simplex inRd, or a
unique set ofd vectors inRd with −1

n−1 < a< 1. In the latter case

Gram(Φ̃) = M† =








b c · · · c
c b c
...

. . .
...

c c · · · b







,

c
b
=

−a
na−2a+1

,

and so the dual framẽΦ is isogonal, and it is unitarily equivalent toΦ if and only if
a= 0, i.e.,Φ is an orthonormal basis.

Remark 3.1.As for tight frames, a frame is said to bereal if its Gramian is real, and
to becomplexotherwise. A frame is real if and only if its dual is, in which case the
canonical tight frame is real also. However, if the canonical tight frame is real, then
the frame itself need not be real (see Exer. 3.20).

3.5 Similar frames and orthogonal frames

We define a second equivalence relation on frames, for which each equivalence class
contains a unique tight frame (up to unitary equivalence).

Definition 3.4. FramesΦ = ( f j) j∈J andΨ = (g j) j∈J for H andK , with the same
index setJ, are said to besimilar if there is an invertible linear mapQ : H →K

such that
g j = Q f j , ∀ j ∈ J.

For frames which are not tight, this equivalence relation isweaker than unitary
equivalence. Indeed, a frameΦ = ( f j), its dual frame, and canonical tight frame are
all similar, since

f̃ j = S−1 f j , f can
j = S−

1
2 f j ,

but they are unitarily equivalent if and only ifΦ is tight.

Example 3.10.Every basis is similar to an orthonormal basis.

2 Isogonal vectors appear in the structure of soap films and bubbles,see [Mur93].
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Theorem 3.4.There is exactly one tight frame (up to unitary equivalence)in each
equivalence class of similar frames, namely the canonical tight frame.

Proof. SupposeΦ = ( f j) andΨ = (g j) are similar, viaQ, andS= SΦ . Then

g j = Q f j = QS
1
2 S−

1
2 f j = T fcan

j , ∀ j,

whereT = QS
1
2 is invertible. HenceΨ = (T fcan

j ) is tight if and only if

SΨ = T[ f can
j ][ f can

j ]∗T∗ = TT∗ = c2I , c> 0,

i.e.,T=cU, with U unitary, andΨ is unitarily equivalent toΦcan. ⊓⊔
In other words, the study of frames up to similarity reduces to the study of tight

frames up to unitary equivalence.

Finite frames are similar if and only if their canonical Gramians are equal.

Since orthogonal projections, such asP= Gram(Φcan), are uniquely determined
by their range (or kernel), Theorem 3.4 implies the equivalence classes of similar
frames (or of unitarily equivalent tight frames) ofn vectors for ad–dimensional
space are in 1–1 correspondence with thed–dimensional subspaces ofFn, i.e.. points
on the Grassmannian Grd(F

n).
These considerations lead to many conditions equivalent tosimilarity.

Proposition 3.2.(Similarity) LetΦ = ( f j) j∈J andΨ = (g j) j∈J be finite frames with
synthesis operators V and W. Then the following are equivalent
(a) Φ andΨ are similar.
(b) Gram(Φcan) = Gram(Ψ can), i.e., V∗(VV∗)−1V =W∗(WW∗)−1W.
(c) ran(V∗) = ran(W∗), or, equivalently,ker(V) = ker(W).
Furthermore, these imply the equivalent conditions
(d) WV∗ is invertible.
(e) ∑ j〈 f , f j〉g j 6= 0, ∀ f 6= 0.

Proof. Recall, from (3.13), that ran(V∗) = ran(Gram(Φcan)).
(a)⇐⇒(b) Theorem 3.4 and Corollary 2.1.
(b)⇐⇒(c) The orthogonal projections Gram(Φcan) and Gram(Ψ can) (which are de-
termined by their ranges) are equal if and only if ran(V∗) = ran(W∗).
(c)=⇒(d) If ran(V∗) = ran(W∗), then ran(WV∗) = ran(WW∗) = ran(SΨ ), so that
WV∗ onto, and hence invertible.
(d)⇐⇒(e) This is follows immediately sinceWV∗ f = ∑ j〈 f , f j〉g j . ⊓⊔

At the other extreme, we consider frames which are far from being similar.

Definition 3.5. FramesΦ = ( f j) j∈J andΨ = (g j) j∈J for H andK , with the same
index setJ, are said to beorthogonal (or strongly disjoint ) if

ran(V∗)⊥ ran(W∗), V = [ f j ], W = [g j ].
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Orthogonal framescannotbe similar (similar frames have ran(V∗) = ran(W∗)).
There are many conditions equivalent to orthogonality (seeLemma 5.1), including

∑
j
〈 f , f j〉g j = 0, ∀ f ∈H ⇐⇒ WV∗ = 0. (3.20)

This can be written suggestively as

∑
j

g j f ∗j = 0, f ∗j : H → F : f 7→ 〈 f , f j〉. (3.21)

Example 3.11.(1–dimensional frames) ForH = K = F, the condition (3.21) is
orthogonality of vectors. Hence the rows of any unitary matrix, e.g., the Fourier
matrix (2.5), are orthogonal frames forC.

Example 3.12.(Projections) Let( f j) be a normalised tight frame forH , andP, Q
be orthogonal projections onto subspacesH1, H2, with H1 ⊥H2, i.e., PQ= 0.
Then

Φ = (P f j), Ψ = (Q f j)

areorthogonalnormalised tight frames forH1 andH2, since

WV∗ = QUU∗P∗ = QP= 0, U = [ f j ], V = [P f j ] = PU, W = [Q f j ] = QU.

In §5.2 we will see that effectively all orthogonal frames appear in this way.

3.6 Frames as orthogonal projections

We have seen (in§2.6) that every finite normalised tight frame is the orthogonal
projection of an orthonormal basis (tight frame without redundancy). Thus, it is
natural to ask whether every frame and its dual is the projection of a biorthogonal
system with the same frame bounds (cf Exer. 3.5).

Let ( f j) and(g j) be a biorthogonal system forK , i.e., ( f j) be a basis forK ,
with (g j) the dual basis uniquely determined by

〈 f j ,gk〉= δ jk ⇐⇒ VW∗ =WV∗ = I , V := [ f j ], W := [g j ],

andP be the orthogonal projection onto a subspaceH . Then (see Exer. 3.12)

f = ∑
j
〈 f ,Pgj〉P f j = ∑

j
〈 f ,P f j〉Pgj , ∀ f ∈H ,

but the framesΦ = (P f j) andΨ = (Pgj) for H need not bethe (canonical) duals
of each other (they are alternate duals in the sense of§3.10). They are dual if and
only if the synthesis operators of̃Φ andΨ are equal, i.e.,

(PV(PV)∗)−1PV = PW= P(V∗)−1,
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which equivalent to

PS= PSP ⇐⇒ SP= PSP ⇐⇒ SP= PS, S:=VV∗.

In other words (see Exer. 3.21):

Let ( f j) and(g j) be a biorthogonal system forK , S=VV∗, V = [ f j ], andP
be the orthogonal projection ofK onto a subspaceH . Then(P f j) and(Pgj)
are (canonically) dual frames forH if and only if

H is an invariant subspace ofS, i.e.,SH ⊂H .

Therefore, the answer to the above question takes the following form.

Theorem 3.5.Every finite frame and its dual is the orthogonal projection of a
biorthogonal system (onto an invariant subspace of frame operator). Moreover, the
two bases making up the biorthogonal system can be taken to have the same frame
bounds as their projections, i.e., the frame and its dual.

Proof. Let (φ j) j∈J be a frame forH , with frame boundsA andB. This will be the
projection of a basis(φ j +ψ j) j∈J in a larger Hilbert spaceH ⊕L .

To see what this might be, consider the condition thatH be invariant under the
frame operatorS= S(φ j+ψ j ) of (φ j +ψ j), i.e.,

S f = ∑
j
〈 f ,φ j +ψ j〉(φ j +ψ j) = ∑

j
〈 f ,φ j〉φ j +∑

j
〈 f ,φ j〉ψ j ∈H , ∀ f ∈H .

This is precisely the condition that the frames be orthogonal (Definition 3.5), i.e.,

∑
j
〈 f ,φ j〉ψ j = 0, ∀ f ∈H ⇐⇒ ∑

j
〈g,ψ j〉φ j = 0, ∀g∈L , (3.22)

which implies (cf Theorem 5.1)

S(φ j+ψ j )( f +g) = S(φ j )( f )+S(ψ j )(g), ∀ f ∈H , g∈L .

Hence the dual frame to( f j), f j := φ j +ψ j , is

f̃ j = S−1
(φ j+ψ j )

(φ j +ψ j) = S−1
(φ j )

φ j +S−1
(ψ j )

ψ j = φ̃ j + ψ̃ j ,

and the orthogonal projections off j and f̃ j ontoH areφ j andφ̃ j .
Further, (3.22) implies

∑
j
|〈 f +g,φ j +ψ j〉|2 = ∑

j
|〈 f ,φ j〉|2+∑

j
|〈g,ψ j〉|2, ∀ f ∈H , g∈L ,

so that(φ j +ψ j) will have the desired frame bounds (A andB) provided that
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A‖g‖2≤∑
j
|〈g,ψ j〉|2≤ B‖g‖2, ∀g∈L . (3.23)

Let V := [φ j ]. The bijection[φ j +ψ j ] : ℓ2(J)→H ⊕L maps the kernel ofV
ontoL (by a dimension count). Hence, we take

L := ker(V) = ran(V∗)⊥,

and it therefore remains only to findψ j ∈L = ker(V) satisfying (3.22) and (3.23).
Let Q : L → ℓ2(J) be positive (self adjoint), with rangeL , and eigenvalues

between
√

A and
√

B, e.g.,Qg := λg, ∀g, where
√

A≤ λ ≤
√

B. Then

ψ j := Q∗ej ,

where(ej) j∈J is the standard basis forℓ2(J), satisfies

∑
j
〈g,ψ j〉φ j = ∑

j
〈g,Q∗ej〉φ j = ∑

j
〈Qg,ej〉φ j =V(Qg) = 0,

A‖g‖2≤∑
j
|〈g,ψ j〉|2 = ∑

j
|〈g,Q∗ej〉|2 = ∑

j
|〈Qg,ej〉|2 = ‖Qg‖2≤ B‖g‖2,

which completes the proof. ⊓⊔
The sum(φ j +ψ j) is the motivating example of adirect sum(see§5.2). The

above argument holds withL a proper subspace of ker(V), with the only difference
being that(φ j +ψ j) is not a basis. It also extends to frames for infinite dimensional
H , where the role of a basis (and dual basis) is replaced by thatof a Riesz basis
(anddual Riesz basis). We give the relevant facts (cf [Chr03]).

Definition 3.6. A sequence of vectors( f j) is aRiesz basisfor a Hilbert spaceH
if it is a perturbation of an orthonormal basis(ej) for H , i.e., there is a bounded
invertible operatorT : H →H , such thatf j = Tej , ∀ j.

Equivalently,( f j) is a Riesz basis if it is an unconditional basis with

0< inf
j
‖ f j‖ ≤ sup

j
‖ f j‖< ∞.

From the orthogonal expansion, we have

f = T(T−1 f ) = T ∑
j
〈T−1 f ,ej〉ej = ∑

j
〈 f ,(T−1)∗ej〉Tej ,

and similarly forT replaced by(T−1)∗. This gives thebiorthogonal expansion

f = ∑
j
〈 f ,g j〉 f j = ∑

j
〈 f , f j〉g j , ∀ f ∈H ,

whereg j := (T∗)−1ej = (T−1)∗ej is called thedual Riesz basis(cf Example 3.4).
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3.7 Condition numbers and the frame bounds

The frame bounds for( f j) imply, and are equivalent to, a number of similar bounds
for the various maps obtainable fromV = [ f j ] (see Exer. 3.24).

Proposition 3.3.LetΦ = ( f j) j∈J be a finite sequence inH , and V= [ f j ], S=VV∗.
The frame bounds (3.1) are equivalent to the inequalities

A‖ f‖ ≤ ‖S f‖ ≤ B‖ f‖, ∀ f ∈H , (3.24)

√
A‖ f‖ ≤ ‖V∗ f‖ ≤

√
B‖ f‖, ∀ f ∈H , (3.25)

A‖c‖ ≤ ‖Gram(Φ)c‖ ≤ B‖c‖, ∀c∈ ran(Gram(Φ)), (3.26)
√

A‖c‖ ≤ ‖Vc‖ ≤
√

B‖c‖, ∀c∈ ran(V∗), (3.27)

which are sharp if and only if A and B are the optimal frame bounds, respectively.

The frame expansion (3.5) of a functionf ∈H involves the representation

f =Vc= ∑
j∈J

c j f j , c=V∗S−1 f ∈ ran(V∗).

When f is constructed fromc in this way, there will be rounding errors which yield a
perturbed vectorc+δc. The perturbation will have a componentδa in ran(V∗), and
a componentδb∈ ker(V) = ran(V∗)⊥. Hence, we will obtain a perturbed function

f +δ f =V(c+δc) =V(c+δa+δb) =Vc+V(δa), δa∈ ran(V∗).

By (3.27), the relative error in the computedf satisfies
√

A‖δa‖√
B‖c‖

≤ ‖δ f‖
‖ f‖ ≤

√
B‖δa‖√
A‖c‖

≤
√

B‖δc‖√
A‖c‖

. (3.28)

whereA andB are the frame bounds. This estimate motivates the following.

Definition 3.7. Thecondition number (of the frame expansion) of a frameΦ , with
frame boundsA andB, is

cond(Φ) :=

√

B
A
≥ 1.

We observe that a frame has condition number 1 if and only if itis tight, and that
a frame and its dual have the same condition number, since

cond(Φ̃) =
1/
√

A

1/
√

B
=

√
B√
A
= cond(Φ).

In view of (3.28), the relative error in the computed valuef +δ f of f is bounded
by the condition number times the relative error in the framecoefficientsc. If Φ is
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a basis, then cond(Φ) = ‖V‖‖V−1‖, the usual condition number of a basis, andV
has kernel 0, so thatδa= δc, and we obtain the lower estimate on the relative error

1
cond(Φ)

‖δc‖
‖c‖ ≤

‖δ f‖
‖ f‖ .

In contrast, for a frame that isnota basis, a nonzero perturbationδc∈ ker(V) in the
coefficients leads tono error in the constructedf .

Another measure of how errors propagate in calculations with a frame (and its
dual) is thecondition number of the frame operatorS= SΦ , i.e.,

cond(SΦ) := ‖S‖‖S−1‖= B
A
= cond(Φ)2≥ 1.

Thus, either cond(Φ) or cond(SΦ), and its distance from 1, can be used as a measure
of how well conditioned calculations with the frameΦ are.

Both theredundancyand thetightness(as measured by the condition number)
of a frame make it better conditioned than a basis.

3.8 Normalising frames and the distances between them

Here we consider whether or not there is a naturalnormalisationof a frame, which
extends that of a tight frame. Since the canonical tight frame of a tight frame is its
normalised version (which is its own dual), we would hope that a normalised frame
and its dual are bothclose, in some sense, to the canonical tight frame.

There does seem to be one normalisation which capturesall the properties one
might reasonably hope for, and so we proceed directly to it. We then investigate
how close this normalised frame and its dual are to the canonical tight frame for the
following metrics

dist(Φ ,Ψ) = ‖Gram(Φ)−Gram(Ψ)‖ (frames up to unitary equivalence)

distB(Φ ,QΦ) = log(max(‖I −Q‖,‖I −Q−1‖)+1) (for similar frames).

If a frameΦ = ( f j) with frame boundsA andB is multiplied by a scalarc> 0,
then the resulting frameΨ = cΦ = (c f j) and its dualΨ̃ = 1

cΦ̃ have frame bounds
c2A,c2B and 1

c2B
, 1

c2A
, respectively. Thus there is a unique scaling which ensuresthat

a frame and its dual have the same optimal frame bounds, i.e.,

c2A=
1

c2B
, c2B=

1
c2A

⇐⇒ c=
1

4
√

AB
.
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Definition 3.8. We say that a frameΦ is normalised if its optimal frame boundsA
andB satisfy

AB= 1.

We emphasize this is simply a normalising factor:

If Φ = ( f j) is a frame, with optimal frame boundsA andB, then

1
4
√

AB
Φ = (

1
4
√

AB
f j)

is the unique positive scalar multiple of it which is a normalised frame.

After this normalisation (used in Figures 3.1 and 3.2), the frame bounds are
√

A√
B
=

1
cond(Φ)

,

√
B√
A
= cond(Φ). (3.29)

Hence being normalised is equivalent to either of

‖SΦ‖= ‖SΦ̃‖, ‖Gram(Φ)‖= ‖Gram(Φ̃)‖.

A natural distance on the unitarily equivalent frames (where the non unit scalar
multiples are not identified) is given by

dist(Φ ,Ψ) := ‖Gram(Φ)−Gram(Ψ)‖,

where‖ · ‖ is the induced (spectral) norm. Letλ1, . . . ,λd > 0 be the eigenvalues of
the frame operatorSΦ , Then (see Exer. 3.25)

dist(cΦ ,
1
c

Φ̃) = ‖ScΦ −S1
c Φ̃‖= max

1≤ j≤d
|c2λ j −

1
c2 λ−1

j |, (3.30)

dist(cΦ ,Φcan) = ‖ScΦ −SΦcan‖= max
1≤ j≤d

|c2λ j −1|, (3.31)

dist(
1
c

Φ̃ ,Φcan) = ‖S1
c Φ̃ −SΦcan‖= max

1≤ j≤d
| 1
c2 λ−1

j −1|. (3.32)

The following inequality shows that (3.30) is minimised by auniquec> 0.

Lemma 3.1.The following inequality holds

max{
∣
∣
∣A− 1

A

∣
∣
∣,
∣
∣
∣λ − 1

λ

∣
∣
∣,
∣
∣
∣B− 1

B

∣
∣
∣} ≥ B−A√

AB
, 0< A≤ λ ≤ B,

with equality if and only if AB= 1.

Proof. Sinceλ 7→ λ − 1
λ is increasing forλ > 0, and zero atλ = 1, the maximum

is either|A− 1
A| or |B− 1

B|, which is bounded below byB−A√
AB

(see Exer. 3.26). ⊓⊔
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Theorem 3.6.Let Φ be a finite frame with optimal frame bounds A and B, then

dist(Φ ,Φ̃) = ‖Gram(Φ)−Gram(Φ̃)‖= ‖SΦ −SΦ̃‖ ≥
B−A√

AB
,

with equality if and only ifΦ is normalised.

Proof. Let A = λ1 ≤ ·· · ≤ λd = B be the eigenvalues ofSΦ . Then by Exer. 3.25
(with α = 1, β =−1, γ = 0) and Lemma 3.1, we have

‖Gram(Φ)−Gram(Φ̃)‖= ‖SΦ −SΦ̃‖= max
1≤ j≤d

∣
∣
∣λ j −

1
λ j

∣
∣
∣≥ B−A√

AB
,

with equality if and only ifAB= 1, i.e., whenΦ is normalised. ⊓⊔
We note that any function of the ratioBA of the optimal frame bounds, such as the

condition number, and
B−A√

AB
=

√

B
A
−
√

A
B
,

is invariant under any scaling of the frame.
We now investigate the minima of the distances (3.31) and (3.32) of cΦ and its

dual 1
cΦ̃ , from the canonical tight frameΦcan. They are the same

min
c>0

dist(cΦ ,Φcan) = min
c>0

dist(
1
c

Φ̃ ,Φcan) =
B−A
A+B

< 1,

which occur forc2 = 2
A+B andc2 = A+B

2AB , respectively (see Exer. 3.27). These values
for c are equal if and only ifA= B, i.e., the frame is tight.

Hence, whenΦ is not tight, the scaling which makesΦ closest toΦcan does not
makeΦ̃ closest toΦcan. Thus we seek to minimise the maximum of these distances.
The minimum is

√
B
A−1, which occurs once (see Exer. 3.27), when

c4 =
2

A+B
· A+B

2AB
=

1
AB

⇐⇒ cΦ and 1
cΦ̃ are normalised.

In this case, and only this case, the distances are equal:

Theorem 3.7.Let Φ be a finite frame with optimal frame bounds A and B, then

‖Gram(Φ)−Gram(Φcan)‖= ‖Gram(Φ̃)−Gram(Φcan)‖,

which is equivalent to
‖SΦ − I‖= ‖SΦ̃ − I‖,

if and only ifΦ is normalised. In this case, the common distance is

dist(Φ ,Φcan) = dist(Φ̃ ,Φcan) = cond(Φ)−1=

√

B
A
−1. (3.33)
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Proof. Let A= λ1≤ ·· · ≤ λd =B be the eigenvalues ofSΦ . Forλ > 0, the functions
λ 7→ |λ −1| and 1

λ 7→ |
1
λ −1| decrease to 0 atλ = 1 and then increase, and so take

their maxima over[A,B] and[ 1
B,

1
A] at an endpoint. Thus (see Exer. 3.25), we obtain

‖Gram(Φ)−Gram(Φcan)‖= ‖SΦ − I‖= max
j
|λ j −1|= max

{
|A−1|, |B−1|

}
,

‖Gram(Φ̃)−Gram(Φcan)‖= ‖SΦ̃ − I‖= max
j
| 1
λ j
−1|= max

{
∣
∣
∣
1
A
−1
∣
∣
∣,
∣
∣
∣
1
B
−1
∣
∣
∣

}
.

By Exer. 3.28, these are equal if and only ifAB= 1, i.e.,Φ is normalised. The frame
bounds ofΦ after normalisation are given by (3.29), and so the common distance is

max
{
∣
∣
∣

√
A√
B
−1
∣
∣
∣,
∣
∣
∣

√
B√
A
−1
∣
∣
∣

}
= max

{
√

B−
√

A√
B

,

√
B−
√

A√
A

}
=

√
B√
A
−1.

⊓⊔
We now summarise our results so far:

If Φ is a finite frame with optimal frame boundsA andB, then the following
are equivalent

1. Φ is normalised, i.e.,AB= 1.
2. Φ andΦ̃ have the same frame bounds.
3. ‖SΦ‖= ‖SΦ̃‖, i.e.,‖Gram(Φ)‖= ‖Gram(Φ̃)‖.
4. ‖SΦ −SΦ̃‖= B−A√

AB
, i.e.,‖Gram(Φ)−Gram(Φ̃)‖= B−A√

AB
.

5. ‖SΦ − I‖= ‖SΦ̃ − I‖.
6. ‖Gram(Φ)−Gram(Φcan)‖= ‖Gram(Φ̃)−Gram(Φcan)‖.

There is a unique closest tight frame to a normalised frameΦ and its dualΦ̃
(individually and simultaneously) amongst all tight frames similar toΦ .

Theorem 3.8.Let Φ be a finite frame which is normalised, i.e., its optimal frame
bounds satisfy B= 1

A, then

min
Ψ tight
Ψ=QΦ

max{dist(Φ ,Ψ),dist(Φ̃ ,Ψ)}= 1−A2

2A
.

This is attained forΨ =

√
A2+1√
2A

Φcan (up to unitary equivalence), for which

dist(Φ ,Ψ) = dist(Φ̃ ,Ψ) =
1−A2

2A
≤ 1−A

A
= dist(Φ ,Φcan) = dist(Φ̃ ,Φcan),

with equality in the above if and only ifΦ is tight.

Proof. If Ψ is tight and is similar toΦ , then it is similar toΦcan, and so
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Ψ = cUΦcan, c> 0, U unitary,

(see Exer. 2.5). For thisΨ , Gram(Ψ) = c2Gram(Φcan). Hence (see Exer. 3.27)

dist(Φ ,Ψ) = dist(Φ̃ ,Ψ) = max
{
|A−c2|,

∣
∣
∣
1
A
−c2

∣
∣
∣

}
.

This function ofc has a minimum value of1−A2

2A , which occurs precisely when

c2 =
A+ 1

A

2
=

A2+1
2A

.

(the minimum must occur when|A−c2|= | 1A−c2|). By (3.33), we have

1−A2

2A
≤ dist(Φ ,Φcan) = dist(Φ̃ ,Φcan) =

√
B√
A
−1=

1−A
A

.

Since1−A
A − 1−A2

2A = (A−1)2

2A , this this inequality is sharp, unlessΦ is tight. ⊓⊔
Another notion of distance between (certain) frames is based on the theory of

perturbations of orthonormal bases (called Riesz bases). We follow [Bal99]. A frame
Ψ = (g j) j∈J is closeto a frameΦ = ( f j) j∈J if there exists aλ ≥ 0 such that

‖∑
j∈J

c j(g j − f j)‖ ≤ λ‖∑
j∈J

c j f j‖, ∀c∈ ℓ2(J),

with the infimum over suchλ called thecloseness bound, and denoted by cl(Ψ ,Φ).
We say thatΦ andΨ arenear if Φ is close toΨ andΨ is close toΦ . This is an
equivalence relation, and a metric distB called thequadratic distancecan be defined
on all frames which are near each other by

distB(Φ ,Ψ) := log(max{cl(Φ ,Ψ),cl(Ψ ,Φ)}+1).

FramesΦ andΨ are near if and only if they are similar (see Exer. 3.30), i.e.,
Φ = QΨ , for some invertibleQ, in which case

distB(Φ ,Ψ) := log(max{‖Q− I‖,‖Q−1− I‖}+1). (3.34)

Unlike dist(Φ ,Ψ) = ‖Gram(Φ)−Gram(Ψ)‖, distB is scaling invariant, i.e.,

distB(cΦ ,cΨ) = distB(Φ ,Ψ), ∀c 6= 0.

A frame, its dual, and canonical tight frame are all near. By (3.34), we have

distB(cΦ ,
1
c

Φ̃) = log(max{‖c2SΦ − I‖,‖ 1
c2 S−1

Φ − I‖}+1),

distB(cΦ ,Φcan) = distB(
1
c

Φ̃ ,Φcan) = log(max{‖cS
1
2
Φ − I‖,‖1

c
S
− 1

2
Φ − I‖}+1).
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By minimising these distances over allc> 0, we obtain the following analogue
of Theorems 3.6 and 3.7.

Theorem 3.9.Let Φ be a finite frame with optimal frame bounds A and B, then

distB(Φ ,Φ̃)≥ 1
2
(logB− logA), (3.35)

distB(Φ ,Φcan) = distB(Φ̃ ,Φcan)≥ 1
4
(logB− logA), (3.36)

with equality in each if and only ifΦ is normalised.

Proof. Since log is strictly increasing, it suffices to minimise themaxima in these
distances. By Exer. 3.25 (and a slight variation of Exer. 3.27), these are

max{‖c2SΦ − I‖,‖ 1
c2 S−1

Φ − I‖}= max
{
|c2A−1|, |c2B−1|,

∣
∣
∣

1
c2A
−1
∣
∣
∣,
∣
∣
∣

1
c2B
−1
∣
∣
∣

}
,

max{‖cS
1
2
Φ− I‖,‖1

c
S
− 1

2
Φ − I‖}=max

{
|c
√

A−1|, |c
√

B−1|,
∣
∣
∣

1

c
√

A
−1
∣
∣
∣,
∣
∣
∣

1

c
√

B
−1
∣
∣
∣

}
.

By Exer. 3.27 (with appropriate changes of variables) the respective minima of these

are
√

B/A−1 and
√√

B/
√

A−1, giving the distB distances12 log(B
A) and 1

4 log(B
A),

which are attained if and only ifc2 = 1√
AB

, i.e.,cΦ and 1
cΦ̃ are normalised. ⊓⊔

The analogue of Theorem 3.8 is as follows.

Theorem 3.10.Let Φ be a finite frame with optimal frame bounds A and B, then

min
Ψ tight
Ψ=QΦ

distB(Φ ,Ψ) =
1
4
(logB− logA),

with equality ifΨ = 4
√

ABΦcan (and possibly other unitarily equivalent frames).
Thus, ifΦ is normalised, thenΦcan is a best tight frame approximation to it.

Proof. SinceΨ is tight and similar toΦcan, we haveΨ = cUΦcan, wherec> 0 and
U is unitary. Hence

distB(Φ ,Ψ) = log(max{‖cUS
− 1

2
Φ − I‖,‖(cUS

− 1
2

Φ )−1− I‖}+1).

By Exer. 3.23, the maximum above is only made smaller by choosing U = I , and

so, effectively, we need to minimise max{‖cS
− 1

2
Φ − I‖,‖1

cS
1
2
Φ − I‖}, i.e.,

max{
∣
∣
∣

c√
A
−1
∣
∣
∣,
∣
∣
∣

c√
B
−1
∣
∣
∣,
∣
∣
∣

√
A

c
−1
∣
∣
∣,
∣
∣
∣

√
B

c
−1
∣
∣
∣

}
.

By Exer. 3.27, this is minimised if and only ifc= 4
√

AB, with minimum(B/A)
1
4 −1,

which gives the minimal distance distB(Φ ,cΦcan) = 1
4 log(B

A). ⊓⊔
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3.9 Approximate inverses of the frame operator

Calculations with a frameΦ require the inverse of the frame operatorSΦ , e.g., to
determine the dual frame. This can be done numerically usingstandard iterative
algorithms for the calculating the inverse based on an approximate inverse.

Definition 3.9. An approximate (left) inverseof bounded linear mapSonH is a
bounded linear mapM onH for which

‖IH −MS‖< 1.

If M is an approximate left inverse ofS, thenMS is boundedly invertible. Hence
if S is invertible, thenS−1 can be calculated asS−1 = (MS)−1M (see Exer. 3.31).

Let A andB be known, but possiblynot optimal frame bounds for a frameΦ .
Then 2

A+BIH is an approximate inverse ofS= SΦ , with

‖I − 2
A+B

S‖ ≤ B−A
A+B

< 1.

This leads to the standardfixed point iteration method for finding the solution of
Sg= h (see Exer. 3.32)

g0 := 0, gk+1 := gk−
2

A+B
Sgk+

2
A+B

h, k= 0,1,2, . . . ,

with gn converging tog at the rate

‖gn−g‖ ≤ ‖S−1h‖
(B−A

A+B

)n
≤ ‖h‖

A

(B−A
A+B

)n
.

In particular, takingh = f gives a sequence converging toS−1 f , and the choice
h= S f, i.e.,g= f , leads to the so calledframe algorithm

g0 := 0, gk+1 := gk+
2

A+B
S( f −gk), k= 0,1,2, . . . . (3.37)

The frame algorithm, which requires some estimate for the frame bounds, allowsf
to be reconstructed from the coefficients〈 f , f j〉 without calculating the dual frame.
It can be accelerated by standard techniques, including theChebyshev methodand
theconjugate gradient method(see [Gro93] for a detailed analysis).

It is also possible to calculateS−
1
2 (and hence the canonical tight frame) numer-

ically in terms ofS, via the absolutely convergent series expansion

S−
1
2 =

√

2
A+B

∞

∑
j=0

(2 j)!
22 j( j!)2

(

I − 2
A+B

S
) j

(see Exer. 3.33 for details).
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3.10 Alternate duals

The notion of a basis and its dual functionals can be further generalised as follows.

Definition 3.10.Finite frames( f j) and(g j) for H , with synthesis operatorsV and
W, are said to bedual if VW∗ = I , i.e., they give the reconstruction formula

f = ∑
j
〈 f ,g j〉 f j = ∑

j
〈 f , f j〉g j , ∀ f ∈H . (3.38)

Since(VW∗)∗ = WV∗, being dual does not depend on the order of the frames.
The setA = AΦ of all frames dual to a given finite frameΦ = ( f j) j∈J for H is an
affine subspaceof H J, which contains the(canonical) dual frameΦ̃ . The elements
of A are commonly referred to asdual frames, and those ofA \ Φ̃ asalternate
(or noncanonical) dual framesof the frameΦ .

Example 3.13.Let ( f j) and (g j) be a biorthogonal system forK , andP be the
orthogonal projection onto a subspaceH of K , then (P f j) and (Pgj) are dual
frames forH . Moreover,(Pgj) is the canonical dual of(P f j) if and only if H is
an invariant subspace of the frame operator for( f j). See Exer. 3.21 for details.

A finite frame( f j) is dual to(g j), where we writeg j = f̃ j +h j , if and only if

[ f j ][g j ]
∗ = [ f j ][ f̃ j ]

∗+[ f j ][h j ]
∗ = I +[ f j ][h j ]

∗ = I ⇐⇒ [ f j ][h j ]
∗ = 0,

i.e., the frame(h j) is orthogonal to( f j), in the sense of Definition 3.5, see (3.20).
Some conditions equivalent to being dual include the following.

Proposition 3.4.Let Φ = ( f j) j∈J andΨ = (g j) j∈J be a finite frames forH , with
synthesis operators V and W. Let S= VV∗, and PΦ = V∗S−1V be the canonical
Gramian ofΦ . Then the following are equivalent
(a) Φ andΨ are dual.
(b) W is a left inverse of V∗, i.e., WV∗ = I.
(c) W∗ is a right inverse of V , i.e., VW∗ = I.
(d)Ψ − Φ̃ is orthogonal toΦ , i.e., gj = f̃ j +h j , with (h j) orthogonal to( f j).
(e) ran((W−S−1V)∗)⊥ ran(V∗).
(f) W = S−1V +L(I −PΦ), where L: ℓ2(J)→H is a linear operator.
(g) W∗ =V∗S−1+(I −PΦ)R, where R: H → ℓ2(J) is a linear operator.
(h) Q=V∗W is a projection, i.e., Q2 = Q.

Proof. (a)⇐⇒(b)⇐⇒(c) UseVW∗ f = ∑ j〈 f ,g j〉 f j and(VW∗)∗ = (WV∗).
(d),(e)⇐⇒(a) As observed (Ψ − Φ̃ andΦ have synthesis mapsW−S−1V andV).
(b)=⇒(f) Suppose thatWV∗ = I , and takeL =W. Then we have

S−1V +L(I −PΦ) = S−1V +W− (WV∗)S−1V =W.

(f)=⇒(b) We haveWV∗ = (S−1V +L(I −V∗S−1V))V∗ = I +L(V∗−V∗) = I .
(f)⇐⇒(g) Take adjoints.
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(b)=⇒(h) If WV∗ = I , then(V∗W)2 =V∗(WV∗)W =V∗W.
(h)=⇒(b) If (V∗W)2 = V∗W, thenV(V∗WV∗W)W∗ = V(V∗W)W. SinceVV∗ and
WW∗ are invertible (Φ andΨ are frames), they cancel to giveWV∗ = I . ⊓⊔

Corollary 3.4. LetΦ be a frame of n vectors forH , where d= dim(H ). Then the
affine subspaceA of all frames dual toΦ has dimension d(n−d). In particular,
there exist alternate dual frames if and only ifΦ is not a basis.

Proof. By (3.13), we have that ker(I −PΦ) = ran(PΦ) = ran(V∗). Thus by (f), the
dual frames are in 1–1 correspondence with linear mapsL|K : K →H , where
K = ran(V∗)⊥ = ker(V), dim(K ) = n−d. The space of linear mapsK →H is
isomorphic to the subspaceA −S−1V, and soA has dimensiond(n−d). ⊓⊔

Let Φ = ( f j) be a finite frame forH , V = [ f j ], with canonical GramianPΦ .
Then all frames(g j) that are dual to( f j) are given by

W = [g j ] = [ f̃ j ]+L(I −PΦ), (3.39)

whereL : ker(V)→H andPΦ =V∗(VV∗)−1V.

Example 3.14.(Exer. 3.34) LetΦ = ( f1, f2, f3) be the tight frame of three equally
spaced unit vectors inR2. Then the affine spaceAΦ of all duals ofΦ has dimension
d(n−d) = 2(3−1) = 2, and is given by

( f̃1+w, f̃2+w, f̃3+w), w∈ R2.

Fig. 3.3: The tight frame of three equally spaced vectors forR2, and some alternate duals. Here the
vectorw of Example 3.14 is depicted with a hollow arrow head .

If (g j) is dual to a finite frame( f j) for H , then takingc j = 〈 f ,g j〉 in (3.6) gives

∑
j
|〈 f ,g j〉|2 = ∑

j
|〈 f , f̃ j〉|2+∑

j
|〈 f ,g j − f̃ j〉|2, ∀ f ∈H .

Thus thecanonicaldual is characterised by minimising∑ j |〈 f ,g j〉|2, ∀ f ∈H .



56 3 Frames

In a similar vein, taking the Frobenius norm:‖A‖2F := trace(AA∗) of the formula
(3.39) for a dual frame(g j) of ( f j), using (3.12), i.e.,V =VPΦ , gives

∑
j
‖g j‖2 = ‖W‖2F = trace

(
(S−1VPΦ +L(I −PΦ))(PΦV∗S−1+(I −PΦ)L∗)

)

= ‖S−1V‖2F +‖L(I −PΦ)‖2F = ∑
j
‖ f̃ j‖2+‖L(I −PΦ)‖2F .

(3.40)

Thus thecanonicaldual frame to( f j) is the unique dual frame(g j) of ( f j)
which minimises∑ j ‖g j‖2.

Example 3.15.(Exer. 3.35) LetΦ = ( f j) be a finite frame forH , V = [ f j ], and
Q : ℓ2(J)→ ℓ2(J) be an invertible linear map. Then

W = [g j ] = (VQ∗QV∗)−1VQ∗Q

gives a frame(g j) dual to( f j), which uniquely minimises‖WQ−1‖F , W = [g j ]. For
D an invertible first–order difference operator, the (alternate) dual frame(g j) which
minimises the Sobolev–type norm‖W(Dr)∗‖F is called ther–th orderSobolev dual.
These are motivated byΣ∆–quantisation (see [BLPY10]).

The canonical tight frame can also be characterised in termsof similarity:

Proposition 3.5.No two distinct duals of a finite frameΦ are similar to each other.
Thus the canonical dual̃Φ is the unique dual ofΦ which is similar toΦ .

Proof. Suppose that(g j) and(Qgj) are similar frames, which are duals ofΦ = ( f j).
Then

Q∗ f = ∑
j
〈Q∗ f ,g j〉 f j = ∑

j
〈 f ,Qgj〉 f j = f , ∀ f ∈H ,

so thatQ= I . HenceΦ̃ = S−1Φ is the only dual which is similar toΦ . ⊓⊔
For finite frames( f j) and (g j) for H , with synthesis operatorsV andW, the

conditionVW∗ = I for being dual can be weakened as follows:

( f j) and(g j) areapproximately dual frames if ‖VW∗− I‖< 1,

( f j) and(g j) arepseudo–dual framesif VW∗ is invertible.

It is easy to verify that these notions do not depend on the frame order, and that the
pairs of frames satisfying the different dualities satisfythe inclusions:

canonically dual⊂ dual ⊂ approximately dual⊂ pseudo–dual.

Example 3.16.The set of all frames approximately dual to a given finite frame Φ
is a convex set. IfΦ has optimal frame boundsA andB, thencΦ is approximately
dual toΦ for any scalar 0< c< 2

B (see Exer. 3.37).
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Example 3.17.If two frames are similar, then their synthesis operators are related
W = QV, whereQ is invertible. SinceVW∗ = (VV∗)Q∗ is invertible, it follows that
similar frames (for the same space) are pseudo–duals. They may not necessarily
approximate duals (see Example 3.16).

3.11 Oblique duals

The dual frame expansion (3.38) can be generalised by allowing the coefficients
c j = 〈 f ,g j〉 to be given by vectorsg j from outside the spaceH . For example, in
signal processing one may try and choose theg j to be outside some subspace for
which measurements are known to be corrupted by noise.

Definition 3.11.Let ( f j) and(g j) be finite frames for subspacesV andW of H ,
andV := [ f j ], W := [g j ]. Then(g j) is anoblique dual3 of ( f j) if VW∗|V = IV , i.e.,

f = ∑
j
〈 f ,g j〉 f j , ∀ f ∈ V .

Example 3.18.Let Vk(µ) be the space of multivariate orthogonal polynomials of
degreek for a measureµ (see§10.10), andQ be the orthogonal projection onto it.
Let ( f j) be a frame forVk(µ), andg j be leading term of̃f j (its homogeneous term
of degreek), so that(g j) is a frame for the homogeneous polynomials of degreek.
Sinceg j = Qf̃ j andQ f = f , f ∈ Vk(µ), we have

∑
j
〈 f ,g j〉 f j = ∑

j
〈 f ,Qf̃ j〉 f j = ∑

j
〈 f , f̃ j〉 f j = f , ∀ f ∈ Vk(µ),

i.e.,(g j) is an oblique dual of( f j).

Example 3.19.Suppose( f j) is a finite frame forV , and(ĝ j) ⊂ V is a dual frame.
Let Q be the orthogonal projection ontoV . Forh j ∈ V ⊥ = H ⊖V , define

g j := ĝ j +h j , W := span{g j}.

Then(g j) is an oblique dual of( f j), sinceQgj = ĝ j gives

f = ∑
j
〈 f , ĝ j〉 f j = ∑

j
〈 f ,Qgj〉 f j = ∑

j
〈Q f,g j〉 f j = ∑

j
〈 f ,g j〉 f j , ∀ f ∈ V .

Similarly, if (g j) ⊂ W is an oblique dual, then(Qgj) is a dual frame for( f j). It
may be that dim(W )> dim(V ). For example, letV =R2×0⊂R3, and( f j) be the
normalised tight frame forV given by three equally spaced vectors. Then( f̃ j +ce3),
c 6= 0, e3 = (0,0,1) is an oblique dual whereW = R3.

3 The termpseudodualis also used in the literature, e.g., see [LO04].
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Let Φ = ( f j) be a finite frame forV , V = [ f j ], with canonical GramianPΦ .
Then all frames(g j) that are oblique duals of( f j) are given by

W = [g j ] = [ f̃ j ]+L(I −PΦ)+ [h j ], (3.41)

whereL : ker(V)→H , PΦ =V∗(VV∗)−1V, andh j ∈ V ⊥.

The condition of being an oblique dual is not symmetric, i.e., if (g j) is an oblique
dual of( f j), then( f j) may or may not be an oblique dual of(g j) (see Example 3.19).
For (g j) a frame forW to be an oblique dual of a frame( f j) for V , we must have

V ∩W
⊥ = 0.

Otherwise
0 6= f ∈ V ∩W

⊥ =⇒ f = ∑
j
〈 f ,g j〉 f j = 0.

Thus a necessary condition to ensure being an oblique dual issymmetric is that

V ∩W
⊥ = W ∩V

⊥ = 0,

which is equivalent to the algebraic direct sums

H = V ⊕a W
⊥ = W ⊕a V

⊥,

and implies that dim(V ) = dim(W ) (see Exer. 3.38). We now show this condition
is sufficient. For an algebraic direct sumH = V ⊕a W ⊥ theoblique projection of
H ontoV alongW ⊥ is the linear mapP= P

V ,W ⊥ onH given by

P|V = IV , P(W ⊥) = 0.

Proposition 3.6.Let ( f j) and(g j) be finite frames for subspacesV andW of H ,
with V ∩W ⊥ = W ∩V ⊥ = 0. Then the following are equivalent

1. The oblique projection P
V ,W ⊥ of H ontoV is given by P

V ,W ⊥ f = ∑ j〈 f ,g j〉 f j .
2. The oblique projection P

W ,V ⊥ of H ontoW is given by P
W ,V ⊥ f = ∑ j〈 f , f j〉g j .

3. (g j) is an oblique dual of( f j), i.e., f = ∑ j〈 f ,g j〉 f j , ∀ f ∈ V .
4. ( f j) is an oblique dual of(g j), i.e., f = ∑ j〈 f , f j〉g j , ∀ f ∈W .

Proof. The conditionV ∩W ⊥ = W ∩V ⊥ = 0 ensuresP
V ,W ⊥ andP

W ,V ⊥ are well
defined, and satisfy(P

V ,W ⊥)
∗ = P

W ,V ⊥ (see Exer. 3.38). LetV = [ f j ] andW = [g j ].
1.⇐⇒2. These conditions areP

V ,W ⊥ =VW∗, P
W ,V ⊥ =WV∗, which are equivalent.

1.=⇒3. If P
V ,W ⊥ =VW∗, then f =VW∗ f = 〈 f ,g j〉 f j , ∀ f ∈ V .

3.=⇒1. DefineP on H by P f := ∑ j〈 f ,g j〉 f j , thenP f = f , ∀ f ∈ V andP f = 0,
∀ f ∈W ⊥ (since then〈 f ,g j〉= 0), so thatP= P

V ,W ⊥ .
2.⇐⇒4. Interchange( f j) and(g j) in the argument for 1.⇐⇒3.. ⊓⊔
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For a given finite frame forV there is acanonicaloblique dual fromW .

Theorem 3.11.Suppose thatV andW are subspaces ofH , with

V ∩W
⊥ = W ∩V

⊥ = 0,

and( f j) is a finite frame forV . Then the unique coefficients cj = c j( f ) satisfying

P
V ,W ⊥ f = ∑

j
c j f j , f ∈H (3.42)

which have minimalℓ2–norm are given by

c= (W∗V)†W∗ f , V := [ f j ], (3.43)

where W is the synthesis operator of any frame forW .

Proof. It is easy to verify (takeΛ =W∗ in Exer. 3.40) thatP
V ,W ⊥ =V(W∗V)†W∗,

and so we seek a minimum norm solutionc to

Vc=V(W∗V)†W∗ f .

The unique suchc is given byc = V†V(W∗V)†W∗ f . SinceV†V is the orthogonal
projector onto the range ofV∗, and ran((W∗V)†) = ran(V∗W) ⊂ ran(V∗), we can
simplify this toc= (W∗V)†W∗ f . ⊓⊔

For thec j( f ) = 〈 f ,g j〉 of (3.43), the frame(g j) for W , which is given by

[g j ] = ((W∗V)†W∗)∗ =W(V∗W)†, (3.44)

is called thecanonical oblique dualof ( f j) in W . As would be hoped, the canonical
oblique dual of this(g j) in V is ( f j) (see Exer. 3.39).

Example 3.20.If V = W = H andW =V, then (3.44) gives (cf Exer. 3.9)

[ f̃ j ] =V(V∗V)† =V Gram(Φ)†, Φ = ( f j).

Example 3.21.In signal processing, (3.42) can be used as follows (see [Eld03]). Let
P be the orthogonal projection ontoW . Thenc j( f ) = 〈 f ,Pgj〉 = 〈P f,g j〉, so that
the sampling of a signalf can be done by first projecting it onto thesampling space
W (where signals can be accurately measured), then measuringthe projected signal
P f .

Corollary 3.5. Suppose thatΦ = ( f j) is a finite sequence inH , with V := [ f j ], and
S:=VV∗ : H →H (which may not be invertible). Then( f j) is a finite frame for
V := span{ f j}, with the canonical dual frame( f̃ j) given by

[ f̃ j ] =V Gram(Φ)† = S†V.

Proof. TakeW = V in (3.44), and useV Gram(Φ)† = S†V (see Exer. 3.11). ⊓⊔
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Notes

An early appearance of the canonical tight frame was in Löwdin’s well known work
in Quantum Chemistry in the late 1940’s, where he constructed “orthonormalised
atomic orbitals” from a basis of orbitals (see [Löw70], [AEG80]). This also known
asSchweinler–Wigner orthogonalisation(see [SW70]). Symmetric Gram–Schmidt
methods for infinite dimensional spaces are explored in [FPT02].

The material of this chapter extends to infinite dimensionalspaces, see [HL00],
[Chr03]. Source material and further reading includes: dual frames [Li95], oblique
dual frames [Eld03], [CE04], [LO04], approximate dual frames [CL10], [LY09],
and optimal dual frames for erasures [LH10].

Exercises

3.1.Rank one projections. Let A j : H →H : f 7→ 〈 f ,g j〉 f j , where f j ,g j ∈H .
(a) Show that trace(A j) = 〈 f j ,g j〉.
(b) Show thatA= A j is a scalar multiple of a projection, i.e.,A= cP, wherec∈ F
andP2 = P, provided〈 f j ,g j〉 6= 0.
(c) ShowP is orthogonal if and only iff j andg j are multiples of each other.
(d) Show that Hilbert–Schmidt (Frobenius) inner product between them is

trace(A jA
∗
k) = 〈 f j , fk〉〈gk,g j〉.

3.2.Least squares solution.
Let A := {c∈ ℓ2(J) : Vc= f} be all possible sequences of coefficients from which
f ∈H can be reconstructedf = ∑ j c jv j , where( f j) spansH .
(a) ShowA is an affine subspace, i.e.,λa+(1−λ )b∈A , ∀a,b∈A , λ ∈ R.
(b) Show thatc=V∗S−1 f ∈A . Herec j = 〈 f ,S−1 f j〉, whereS=VV∗.
(c) Since affine subspaces are translates of linear subspaces, (a) and (b) give

A =V∗S−1 f +ker(V).

Show thatc=V∗S−1 f is the unique solution tof =Vcof minimal ℓ2–norm.

3.3.Pseudoinverse.Take the definition of thepseudoinverseof A : H →K to be
the unique linear mapA† : K →H satisfying

AA†, A†A are Hermitian, AA†A= A andA†AA† = A†.

(a) Show that ifA is onto, thenA† = A∗(AA∗)−1. In particular, forV = [ f j ] j∈J the
synthesis operator of a finite spanning set forH

V† =V∗(VV∗)−1 =V∗S−1, S:=VV∗.
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(b) Show that ifP is an orthogonal projectionP, thenP† = P.
(c) Show that the Gramian of a frame and its dual are pseudoinverses, i.e.,

Gram(Φ̃) = Gram(Φ)†.

(d) Let Φ = ( f j) be a finite frame with synthesis operatorV = [ f j ]. Show that

Gram(Φcan) =V†V = Gram(Φ)Gram(Φ)†.

3.4.Perturbation of a normalised tight frame.
Let ( f j) j∈J be a normalised tight frame forH , andT : H →H be invertible.
Show that the frames(T∗ f j) and(T−1 f j) for H are dual, i.e.,

f = ∑
j∈J
〈 f ,T∗ f j〉T−1 f j = ∑

j∈J
〈 f ,T−1 f j〉T∗ f j , ∀ f ∈H .

3.5. If Φ = ( f j) is a finite frame forH , then its imageΨ = (Q f j) under a linear
mapQ : H →K is a frame for its span, with frame bounds satisfying

AΦ‖Q†‖−2≤ AΨ ≤ BΨ ≤ BΦ‖Q‖2.

In particular, ifQ is a partial isometry, e.g., an orthogonal projection or unitary map,
then

AΦ ≤ AΨ ≤ BΨ ≤ BΦ ,

and so partial isometries map tight frames to tight frames (cf Exer. 2.7).

3.6.Let ( f j)
n
j=1 be a finite sequence inH , with synthesis operatorV = [ f j ]

n
j=1.

Prove the following are equivalent:

(a)A := inf f 6=0 ∑n
j=1
|〈 f , f j 〉|2
‖ f‖2 > 0.

(b) ( f j) is a frame forH .
(c) ( f j) spansH .
(d) V is onto.
(e)V∗ is 1–1.
(f) 〈S f, f 〉= 〈V∗ f ,V∗ f 〉= ‖V∗ f‖2 = ∑ j |〈 f , f j〉|2 > 0,∀ f 6= 0.

3.7.Suppose that( f j) is a finite frame, andV = [ f j ]. Let {λ j} be the eigenvalues of
S=VV∗ (soσ j =

√
λ j are the nonzero singular values ofV). Show that

(a) The optimal frame bounds areA= min j λ j andB= maxj λ j .
(b) The frame bounds (3.1) are equivalent toA≤min j λ j andB≥maxj λ j .

3.8.Let ( f j) be a finite frame with optimal frame boundsA andB. Show that
(a)‖ f j‖2≤ B, ∀ j.
(b) ‖ f j‖2 = B if and only if f j ⊥ spank6= j fk.
(c) ‖ f j‖2 < A implies f j ∈ spank6= j fk.
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3.9.Let Φ = ( f j) be a finite frame forH , and

V =U1ΣU∗2 , Σ = diag(σ1,σ2, . . .)

be a singular value decomposition of the synthesis operatorV = [ f j ]. Show that
(a) [ f̃ j ] =V Gram(Φ)† =U1diag(1/σ1,1/σ2, . . .)U

∗
2 .

(b) [ f can
j ] =V(Gram(Φ)†)

1
2 =U1diag(1,1, . . .)U∗2 .

3.10.Canonical tight frame.Let Φ = ( f j) j∈J be a frame forH . Show that
(a) (Φ̃)can= Φcan.
(b) Gram(Φcan) = Gram(Φ)Gram(Φ̃) = Gram(Φ̃)Gram(Φ).

(c) f can
j = f̃ can

j = S
− 1

2
Φ f j = S

1
2
Φ̃ f j = S

− 1
2

Φ̃ f̃ j = S
1
2
Φ f̃ j , ∀ j ∈ J.

3.11.Commutativity of the synthesis, frame and Gramian operators.
Let Φ = ( f j) j∈J be a finite sequence inH , with synthesis operatorV = [ f j ] j∈J,
frame operatorS=VV∗ and GramianG=V∗V. Show that these satisfy
(a)SjV =VGj , j = 1,2, . . ..
(b) S

1
2V =VG

1
2 .

(c) S†V =VG†.

3.12.Orthogonal projection formula(generalises Exer. 2.3).
Suppose( f j) j∈J is a finite frame for a subspaceK ⊂ H , and letV := [ f j ] j∈J,
W := [ f̃ j ] j∈J. Show the orthogonal projection onto this subspace is givenby

P=VW∗ =WV∗ : f 7→∑
j∈J
〈 f , f̃ j〉 f j = ∑

j∈J
〈 f , f j〉 f̃ j .

3.13.Let ( f j) be finite frame forH . Prove the analog of the trace formula (2.9)

〈 f j , f̃ j〉= 〈 f̃ j , f j〉= ‖ f can
j ‖2, ∀ j =⇒ ∑

j∈J
〈 f j , f̃ j〉= d = dim(H ).

3.14.Show that ifV = [ f1, . . . , fn] maps onto a proper subspaceK of H , so that
S=VV∗ : H →H is not invertible. Then the dual frame and canonical tight frame
for ( f j) are given by

f̃ j = S† f j , f can
j = (S†)

1
2 f j = (S

1
2 )† f j .

3.15.If the Gramian of a frameΦ = ( f j)
n
j=1 can be factored Gram(Φ) = L∗L, where

L = [v1, . . . ,vn] is anm× n matrix, then the columns ofL give a copy ofΦ as a
subspace ofFm (cf Th. 3.3). Show that the dual frame and canonical tight frame of
this copy are given by the columns of(LL∗)†L and((LL∗)†)

1
2 L.
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3.16.Let Φ = ( f j) be a finite frame forH with synthesis operatorV = [ f j ], and
Ψ = (g j) := QΦ = (Q f j), whereQ : H →H is invertible. Show that
(a)Ψ is a frame forH .
(b)Ψ̃ = (Q∗)−1Φ̃ .

(c)Ψ can=UΦcan, U := (QVV∗Q∗)−
1
2 Q(VV∗)

1
2 , whereU is unitary.

(d) If Q= cU, with c> 0 andU unitary, then thisU is theU of part (c).

3.17.Let V be ad× n matrix, n ≥ d, with full rank, i.e., rank(V) = d. Use the
singular value decompositionV =U1ΣU∗2 to show that the minimum

min
W∈Fd×n,A>0

WW∗=AI

‖V−W‖F

is uniquely attained for

W = 1
d trace((VV∗)

1
2 )(VV∗)−

1
2V = 1

d trace(S
1
2 )S−

1
2V.

Remark:This generalises the problem of finding the unitary matrixW which best
approximates a square matrixV (cf [HJ90], Problem 3 of§7.4).

3.18.Modify the argument of Theorem 3.2 to show that for any sequences

n

∑
j=1
‖ f j −g j‖2≥

d

∑
k=1

λk+
d

∑
k=1

µk−2
d

∑
k1=1

d

∑
k2=1

√

λk1

√µk2|〈uk1,vk2〉|,

where(λk), (µk) are the eigenvalues of the frame operators for( f j), (g j), and(uk),
(vk) are corresponding orthonormal bases of eigenvectors.

3.19.Isogonal configurations(Example 3.9). LetΦ = (u j)
n
j=1 be a sequence of

isogonal of unit vectors inRd, d > 1, i.e., one with Gramian

M = Gram(Φ) =

{

1, j = k;

a, j 6= k.

(a) Show the eigenvalues ofM arena−a+1 and 1−a (of multiplicity n−1).
(b) Determine the condition ona that ensuresM is positive semidefinite, and the
corresponding rank ofM (which can be 1,n−1 orn).
(c) When rank(M) = n−1, conclude(u j) are the vertices of the simplex.
(d) When rank(M) = n, show that the dual frame(ũ j) is an isogonal configuration.

3.20.Real and complex frames. Let Φ be a finite frame.
(a) Show thatΦ is real if and only if its dualΦ̃ is real.
(b) Show that ifΦ is real, then canonical tight frameΦcan is real.
(c) If the canonical tight frame is real, then does it follow thatΦ andΦ̃ are?
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3.21.Suppose that( f j) and(g j) form a biorthogonal system forK , andP is the
orthogonal projection onto a subspaceH . Let S be the frame operator for( f j).
Show that the dual frame of(P f j) (for H ) being equal to(Pgj) is equivalent to
(a)PS= PSP.
(b) SP= PSP.
(c) SP= PS.
(d) H is invariant underS, i.e.,SH ⊂H .

3.22.Let L : H →K be a linear map between finite–dimensional Hilbert spaces,
with singular valuesσ1,σ2, · · · ,σm. Show that

‖Lx‖ ≤
(
maxσ j

)
‖x‖, ∀x∈H ,

with equality forx 6= 0 if and only if x∈ (kerL)⊥ is a right–singular vector for the
largest singular value (which implies‖L‖= maxj σ j ), and

(
min
σ j 6=0

σ j
)
‖x‖ ≤ ‖Lx‖, ∀x∈ (kerL)⊥,

with equality forx 6= 0 if and only if x is a right–singular vector for the smallest
nonzerosingular value.

3.23.Let L be a self adjoint invertible map on a finite–dimensional Hilbert spaces.
Show that ifU is unitary, then

‖L−U‖,‖LU− I‖,‖UL− I‖ ≥ ‖L− I‖.

3.24.Suppose thatΦ = ( f j) is a finite frame forH with (possibly not optimal)
frame boundsA andB. LetV = [ f j ]. Show that the frame bounds (3.1) are equivalent
to any of the bounds

√
A‖c‖ ≤ ‖Vc‖ ≤

√
B‖c‖, ∀c∈ ran(V∗),

√
A‖ f‖ ≤ ‖V∗ f‖ ≤

√
B‖ f‖, ∀ f ∈H ,

A‖ f‖ ≤ ‖S f‖ ≤ B‖ f‖, ∀ f ∈H ,

A‖c‖ ≤ ‖Gram(Φ)c‖ ≤ B‖c‖, ∀c∈ ran(Gram(Φ)),

and these are sharp if and only ifA andB are the optimal frame bounds.

3.25.Suppose thatΦ = ( f j) is a finite frame. Letλ1, . . . ,λd be the eigenvalues of
its frame operatorSΦ . Use a singular value decomposition for the synthesis operator
V = [ f j ], to show that for any scalarsα,β ,γ ∈ F one has

‖αSΦ +βSΦ̃ + γI‖= ‖α Gram(Φ)+β Gram(Φ̃)+ γ Gram(Φcan)‖
= max

1≤ j≤d

∣
∣αλ j +βλ−1

j + γ
∣
∣.
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In particular, sinceScΦ = c2SΦ andS1
c Φ̃ = 1

c2 SΦ̃ , we obtain (3.30) (3.31), (3.32), by

taking(α,β ,γ) to be(c2, 1
c2 ,0), (c

2,0,−1), (0, 1
c2 ,−1), respectively. We also have

‖SΦ‖= ‖Gram(Φ)‖= ‖V‖2 = max
j

λ j = BΦ .

3.26.Show that the inequality

max
{
∣
∣
∣A− 1

A

∣
∣
∣,
∣
∣
∣B− 1

B

∣
∣
∣

}
≥ B−A√

AB
, 0< A≤ B

holds, with equality if and only ifAB= 1.

3.27.Let Φ be a finite frame. Here we investigate how closecΦ , its dual 1
cΦ̃ , and

Φcan can be for the metric dist(Φ ,Ψ) := ‖Gram(Φ)−Gram(Ψ)‖.
(a) Fix 0< A≤ B. Show that

min
t>0

max{|tA−1|, |tB−1|}= min
t>0

max{
∣
∣
∣

1
tA
−1
∣
∣
∣,
∣
∣
∣

1
tB
−1
∣
∣
∣}= B−A

A+B
,

which are attained if and only ift = 2
A+B andt = A+B

2AB , respectively.
(b) LetA andB be the optimal frame bounds forΦ . Use (a) to show that

min
c>0

dist(cΦ ,Φcan) = min
c>0

dist(
1
c

Φ̃ ,Φcan) =
B−A
A+B

< 1,

which are attained forc2 = 2
A+B andc2 = A+B

2AB , respectively.
(c) Fix 0< A≤ B. Show that

min
t>0

max
{
|tA−1|, |tB−1|,

∣
∣
∣

1
tA
−1
∣
∣
∣,
∣
∣
∣

1
tB
−1
∣
∣
∣

}
=

√

B
A
−1,

which is attained if and only ift = 1/
√

AB.
(d) LetA andB be the optimal frame bounds forΦ . Show that

min
c>0

max
{

dist(cΦ ,Φcan),dist(
1
c

Φ̃ ,Φcan)
}
=

√

B
A
−1,

which is attained if and only ifc4 = 1
AB.

(e) SupposeΦ is normalised, i.e.,AB= 1. Letc> 0 andU be unitary. Show that

dist(Φ ,cUΦcan) = dist(Φ̃ ,cUΦcan) = max
{
|A−c2|,

∣
∣
∣
1
A
−c2

∣
∣
∣

}
,

and

min
c>0

max
{
|A−c2|,

∣
∣
∣
1
A
−c2

∣
∣
∣

}
=

1−A2

2A
,

with the minimum occuring forc2 = 1
2(A+ 1

A) =
A2+1

2A .
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3.28.Let 0< A≤ B. Show that

max
{
|A−1|, |B−1|

}
= max

{
∣
∣
∣
1
A
−1
∣
∣
∣,
∣
∣
∣
1
B
−1
∣
∣

}

⇐⇒ AB= 1.

3.29.Prove the followingone–sidedversion of Proposition 3.2.
If Φ = ( f j) andΨ = (g j) are finite frames, with the same index set, and synthesis
operatorsV andW, then the following are equivalent
(a)Ψ = QΦ for some linear mapQ (possibly not invertible).
(b) Gram(Φcan)Gram(Ψ can) = Gram(Ψ can).
(c) ran(W∗)⊂ ran(V∗), or, equivalently, ker(V)⊂ ker(W).
Furthermore, these imply the equivalent conditions
(d) VW∗ is 1–1.
(e) ∑ j〈g,g j〉 f j 6= 0,∀g.

3.30.Suppose thatΨ = (g j) j∈J is closeto a finite frameΦ = ( f j) j∈J for H , i.e.,

‖∑
j∈J

c j(g j − f j)‖ ≤ λ‖∑
j∈J

c j f j‖, ∀c∈ ℓ2(J).

Use Exer. 3.29 to show
(a)Ψ = QΦ for some linear mapQ.
(b) Thecloseness bound(smallestλ ) is cl(Ψ ,Φ) = cl(QΦ ,Φ) = ‖Q− I‖.
(c) If λ := cl(Ψ ,Φ)< 1, thenΦ is close toΨ , with cl(Φ ,Ψ)< λ

1−λ . In particular,
theQ of (b) is invertible (since‖Q− I‖< 1).

3.31.Let S : X → Y be a bounded linear map between normed linear spaces, and
M : Y→ X be an approximate left inverse ofS, i.e., a bounded linear map with

‖I −MS‖< 1.

(a) Show thatS is invertible.
(b) Letk∈ X. Show that the mapF : X→ X given by

F(g) := (I −MS)g+k

is a contraction map with constantκ = ‖I −MS‖, and its fixed pointg satisfies

MSg= k,

i.e.,MS is invertible.
(c) Show that(MS)−1 is bounded.

3.32.Let A, B be (possibly not optimal) frame bounds for a finite frameΦ for H .
(a) Show thatM := 2

A+BI is an approximate left inverse forS= SΦ , i.e.,

‖I − 2
A+B

S‖ ≤ B−A
A+B

.
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(b) Consider the contraction mappingF : H →H given by

F(g) := (I −MS)g+Mh,

which has fixed pointg satisfyingMSg= Mh, i.e.,g= S−1h (see Exer. 3.31).
Estimate the error in the fixed point iteration method

g0 := 0, gk+1 := (I −MS)gk+Mh= gk−
2

A+B
Sgk+

2
A+B

h,

for findingg= S−1h as limgn.

3.33.Let A and B be (possibly not optimal) frame bounds for a finite frameΦ ,
with frame operatorS= SΦ . Show thatS−

1
2 can be calculated via the absolutely

convergent series

S−
1
2 =

√

2
A+B

∞

∑
j=0

(2 j)!
22 j( j!)2

(

I − 2
A+B

S
) j
.

3.34.Let ( f j) be the tight frame forR2 given by the three equally spaced vectors
f j = (cos2π j

3 ,sin2π j
3 ), 0≤ j ≤ 2, and( f̃ j), f̃ j =

2
3 f j , be the canonical dual frame.

(a) Show that all dual frames(g j) of ( f j) are given by

g j = f̃ j +w, w∈ R2.

(b) From (a), it follows that there is a dual(g j) of Φ with g1 ∈ R2 arbitrary. Show
that there is a pseudo–dual(g j) of Φ with g1,g2 ∈ R2, g1 6= g2 arbitrary.

3.35.Let Φ = ( f j) j∈J be a finite frame forH , with synthesis operatorV = [ f j ],
andQ : ℓ2(J)→ ℓ2(J) be an invertible linear map. Define a norm on the linear maps
ℓ2(J)→H by

‖W‖Q := ‖WQ−1‖F (Frobenius norm).

(a) Show that frames with synthesis operatorsV andW are dual if and only if the
frames with synthesis operatorsVQ∗ andU =WQ−1 are dual.
(b) Show that there is a unique dual frame(g j) of Φ minimising‖W‖Q, W = [g j ],
given by

W = (VQ∗QV∗)−1VQ∗Q.

Remark. For J = {1, . . . ,n} and Q−1 = (D∗)r , r ≥ 1, whereD is the first–order
difference operator

D =










1 −1
1 −1

...
...
1 −1

1










,

the dual frames of part (b) are calledr–th orderSobolev dualsof Φ (see [BLPY10]).
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3.36.Let Φ = ( f j) be a finite frame with frame boundsA andB, andΦ̂ = ( f̂ j) be a
perturbation satisfying

∑
j
|〈 f , f̂ j − f j〉|2≤ R‖ f‖2, ∀ f .

(a) Show that ifR<A, thenΦ̂ is a frame with bounds(
√

A−
√

R)2 and(
√

B+
√

R)2.
(b) Show that ifR< A

4 , then the canonical dual of̂Φ is an approximate dual ofΦ .

3.37.Show that a finite frameΦ with optimal frame boundsA andB is approxi-
mately dual to the scalar multiplecΦ if and only if 0< c< 2

B, and that‖VW∗‖ is
minimised by the choicec= 2

A+B.

3.38.Suppose thatV andW are finite dimensional subspaces ofH .
(a) Show that the following are equivalent

(i) V ∩W ⊥ = W ∩V ⊥ = 0.
(ii) H = V ⊕a W ⊥ = W ⊕a V ⊥ (algebraic direct sums).

(b) Show that ifV ∩W ⊥ = W ∩V ⊥ = 0, then the oblique projections satisfy

dim(V ) = dim(W ), (P
V ,W ⊥)

∗ = P
W ,V ⊥ .

3.39.Let ( f j) be a finite frame forV and(g j) be its canonical oblique dual inW .
Show that the canonical oblique dual of(g j) in V is ( f j).

3.40.Suppose( f j)
n
j=1 is a finite sequence in a linear spaceX, and(λk)

m
k=1 is a finite

seqence of linear functionalsX→ F. LetV := [ f j ] : Fn→ X andΛ ′ := [λk] : Fm→
X′, i.e.,Λ( f ) := (λk( f ))m

k=1, and

P :=V(ΛV)†Λ , V := span( f j)⊂ X, L := span(λk)⊂ X′.

(a) Show thatP : X→ X is a projection, i.e.,P2 = P.
(b) Show thatΛ(P f) = Λ( f ), ∀ f ∈ V = ran(V).
(c) Show that rank(P) = rank(ΛV) = rank(Λ |V ) = dim(L |V ).
(d) Show that if dim(V )≤ dim(L |V ), thenP projects ontoV , i.e.,PV =V.
(e) Show that if dim(L )≤ dim(L |V ), thenP interpolatesL , i.e.,ΛP= Λ .
(f) What is the formula forP if X is a Hilbert space, and soλk( f ) = 〈 f ,gk〉.

3.41.mOrthogonal polynomials. For a suitable (nonnegative)weight function w on
(a,b), an inner product can be defined on the univariate polynomials by

〈 f ,g〉 :=
∫ b

a
f (t)g(t)w(t)dt.

If the Gram–Schmidt algorithm is applied to the firstn+1 monomials, or any other
sequence of polynomials with degrees 0,1, . . . ,n, then polynomials obtained are (for
various weights) theclassical orthogonal polynomials.
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Fix some standard weight, e.g., theLegendre weight w= 1 (a = −1,b = 1).
Investigate the orthonormal basis obtained by taking the canonical tight frame for
the monomials (Löwdin orthogonalisation). What happens for other bases?





Chapter 4
Canonical coordinates for vector spaces and
affine spaces

If ( f j) j∈J is a finite frame forH , i.e., a spanning sequence forH , then eachf ∈H

can be written
f = ∑

j
c j f j ,

for some choice of coefficientsc= (c j). The unique coefficients which minimise

‖c‖2 = ∑
j
|c j |2

arec j = c j( f ) := 〈 f , f̃ j〉, where( f̃ j) is the canonical dual frame. We observe that

The linear functionalsf 7→ c j( f ) do not depend on the inner product onH .

In this way, it is possible to extend the frame expansion (andother elements of
frame theory) to any finite spanning sequence for a vector space over any subfield
of the complex numbers which is closed under conjugation.

The linear functionalsf 7→ c j( f ) will be called thecanonical coordinatesfor f
with respect to the spanning sequence( f j) for the vector spaceX = span{ f j}. They
depend only on the vector space structure ofX, though they can be calculated via the
canonical dual frame ifX is endowed with an inner product. They generalise the dual
basis (the case when the vectors are linearly independent),and are characterised by
the fact that the associated Gramian matrix is anorthogonal projection. The unique
inner product for which a finite spanning sequence is a normalised tight frame is
given by the Euclidean inner product between the canonical coordinates of vectors.

The canonical coordinates are ideally suited to situationswhere there is a natural
spanning set for a vector space (which is not a basis), e.g., the n–th roots of unity
in cyclotomic field (as vector space over the rationals). In such cases, computations
can be done directly with the canonical coordinates, in an efficient and stable way,
which preserves the geometry of the spanning sequence.

71
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4.1 The canonical Gramian of a spanning sequence

Throughout, letX be a finite dimensional vector space over a subfieldF of C. To be
able to calculate∑ j |c j |2 for a vectorc= (c j) ∈ FJ, it is necessary thatF be closed
under conjugation. Therefore, from now on:

We assume thatF is closed under complex conjugation.

Recall (Theorem 2.2) that ifΦ = ( f j) j∈J is finite normalised tight frame with
P = Gram(Φ) (an orthogonal projection), thenΦ is unitarily equivalent to(Pej),
the columns ofP. In particular, they have the same (linear) dependencies, i.e.,

dep(Φ) := {c∈ FJ : ∑
j

c j f j = 0}= {c∈ FJ : ∑
j

c jPej = Pc= 0}= ker(P).

ThusP is the orthogonal projection onto dep(Φ)⊥. We now show that the orthogonal
decomposition ofFJ extends to the case whenF is notR orC, e.g.,F=Q.

Lemma 4.1.(Orthogonal projections inFJ). SupposeF= F, andW is a subspace
of FJ (J finite). Then there is the orthogonal direct sum decomposition

FJ = W ⊕W
⊥, W

⊥ := {x∈ FJ : 〈x,a〉= 0,∀a∈W },

and matrices Q,P∈ FJ×J giving the orthogonal projections ontoW andW ⊥.

Proof. It suffices to show there exists matrixQ giving the orthogonal projection
ontoW (then takeP to be the complementary orthogonal projectionP= I −Q).

We can apply Gram–Schmidt orthogonalisation, without normalising, to any
spanning set forW to obtain an orthogonal basis of vectors{w1, . . . ,wr} in FJ (it
may not be possible to normalise and stay within the fieldF). The j–th column of
the matrixQ is then defined by

Qej =
r

∑
k=1

〈ej ,vk〉
〈vk,vk〉

vk ∈ FJ.

By construction, this is the orthogonal projection ofej onW . ⊓⊔

Definition 4.1. Let Φ = ( f j) j∈J be a finite sequence in a vector spaceX overF (with
F = F). The canonical Gramian of Φ , denoted byPΦ ∈ FJ×J, is the orthogonal
projection onto dep(Φ)⊥.

By Lemma 4.1,PΦ is well defined, and can be calculated by

PΦ = I −
r

∑
k=1

vkv∗k
〈vk,vk〉

, (4.1)
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where(vk) is any orthogonal basis for dep(Φ). Such a(vk) can be obtained by
applying Gram–Schmidt (without normalising) to any spanning set for dep(Φ).

We can generalise Proposition 3.2 as follows.

Proposition 4.1.(Similarity) LetΦ = ( f j) j∈J andΨ = (g j) j∈J be finite spanning
sequences. Then the following are equivalent

1. Φ andΨ are similar, i.e., there is a invertible linear map Q: f j 7→ g j .
2. PΦ = PΨ .
3. dep(Φ) = dep(Ψ).

In other words:

Every spanning sequenceΦ corresponds to a unique normalised tight frame
determined by dep(Φ) (with GramianPΦ ).

Example 4.1.(Basis) IfΦ = ( f j) is a basis, then dep(Φ) = 0, and soPΦ = I .

Example 4.2.(Simplex) Suppose thatΦ = ( f j)
n
j=1 has just one dependency

f1+ f2+ · · ·+ fn = 0.

Then1= (1, . . . ,1) spans dep(Φ), so thatPΦ = I − 1
n1∗1, d = dim(X) = n−1, i.e.,

(PΦ) jk =

{
d

d+1, j = k;
−1
d+1, j 6= k.

Example 4.3.(Frames) Let( f j) j∈J be a finite frame, with synthesis mapV = [ f j ].
ThenPΦ can be calculated as above from a spanning sequence for dep(Φ) = ker(V),
or by

PΦ =V∗S−1V, S:=VV∗. (4.2)

This follows, sinceV∗S−1V is clearly an orthogonal projection, and its kernel is
dep(Φ) = ker(V) (sinceV is onto,V∗ is 1–1). The( j,k)–entry ofPΦ is

(PΦ) jk = (S−1Vej)
∗S−1(Vek) = (S−1 f j)

∗ fk = 〈 fk, f̃ j〉
= (S−

1
2 f j)

∗S−
1
2 fk = 〈 f can

k , f can
j 〉. (4.3)

In particular,PΦ is the Gramian of the canonical tight frame associated withΦ .

Example 4.4.(Equiangular tight frames) We can use the identification of aspanning
sequenceΦ with the unique normalised tight frame with GramianPΦ , to extend
elements of frame theory to spanning sequences. For example, we say a spanning
sequenceΦ is equiangular if the tight frame given by the columns ofPΦ = [p jk]
is, i.e.,PΦ has a constant diagonal and|p jk|=C, j 6= k. In this way, an equiangular
tight frame could be given by a spanning sequence for a vectorspaceX (which is
notCd), as in Example 4.2.
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4.2 The canonical coordinates of a spanning sequence

We now define thecanonical coordinatesvia the canonical Gramian.

Theorem 4.1.Let Φ = ( f j) j∈J be a finite spanning sequence for a vector space X
overF (withF= F), and f= ∑ j a j f j ∈X, a∈ FJ. Then there are unique coefficients
c= cΦ( f ) ∈ FJ of minimalℓ2–norm with

f = ∑
j

c j( f ) f j , (4.4)

which are given by
cΦ( f ) = PΦa, (4.5)

where PΦ is the canonical Gramian ofΦ .

Proof. Let V = [ f j ] (the synthesis map forΦ).
SinceI −PΦ is the orthogonal projection onto dep(Φ) = ker(V), we have

V =V
(
PΦ +(I −PΦ)

)
=VPΦ . (4.6)

Thus, f =Va=V(PΦa) =V(cΦ( f )) = ∑ j c j( f ) f j .
Finally, we show the choicec = cΦ has minimalℓ2–norm. For any choice of

coefficientsc∈ FJ, we have the orthogonal decomposition

c= (c−PΦc)+PΦc∈ dep(Φ)⊕dep(Φ)⊥,

and so Pythagoras gives

‖c‖2 = ‖c−PΦc‖2+‖PΦc‖2.

If f = ∑ j c j f j , thencΦ = PΦc, and we obtain‖c‖2 ≥ ‖cΦ‖2, with equality if and
only if c= cΦ . ⊓⊔

It follows from (4.5), thatf 7→ cΦ
j ( f ), j ∈ J, are a linear functionals, and

PΦ = [cΦ
j ( fk)] j,k∈J. (4.7)

Definition 4.2. The canonical coordinates(or canonical dual functionals) for a
finite spanning sequenceΦ = ( f j) for anF–vector spaceX are the linear functionals
cΦ = (cΦ

j ) given by

cΦ( f ) := PΦa, f = ∑
j

a j f j ,

wherePΦ is the canonical Gramian ofΦ . We call (4.4) thecanonical expansion,
and (4.6) thecanonical factorisationof the synthesis mapV = [ f j ].

By Theorem 4.1, the canonical coordinatescΦ are well defined. They are the
minimal ℓ2–norm coefficients(c j) for which f = ∑ j c j f j , and
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The linear map

LΦ : X→ ran(PΦ) = dep(Φ)⊥ : f 7→ cΦ( f )

is a vector space isomorphism, withLΦ( f j) = cΦ( f j) = PΦej . In particular,

cΦ( f ) = 0 ⇐⇒ f = 0.

Example 4.5.(Dual basis) IfΦ = ( f j) is a basis, thenPΦ = I , and (4.7) implies that
the canonical coordinates are the dual basis. The canonicalcoordinates therefore
generalise the dual functionals to the case when( f j) is not a basis.

Example 4.6.(Frames) IfΦ = ( f j) is a frame, then (4.3) and (4.7) give

cΦ
j ( f ) = 〈 f , f̃ j〉, ∀ f ,

i.e., f̃ j is the Riesz representer of the linear functionalcΦ
j .

Example 4.7.(Matrices) We can definematriceswith respect to spanning sequences
in the usual way. The (canonical) matrix representing a linear mapL : X→Y with
respect to spanning sequencesΦ = ( f j)

n
j=1 andΨ = (gk)

m
k=1 for X andY is the

A= AL ∈ Fm×n given by

j–th column ofA= Aej = cΨ (L f j).

i.e.,cΨ (L f ) = A(cΦ( f )), ∀ f ∈X. The mapL 7→AL is linear, andL can be recovered
from A= AL via

L =WAcΦ , W = [gk].

The canonical coordinates for aΦ which spansX can be computed from any
spanning sequence(λk) for the algebraic dual spaceX′, as follows.

Proposition 4.2.Let Φ = ( f1, . . . , fn) span X. IfΛ = (λk)
m
k=1 : X→ Fm is any1–1

linear map, i.e.,λ1, . . . ,λm span X′, then the canonical coordinates forΦ are given
by

cΦ( f ) = (ΛV)+Λ f , V = [ f1, . . . , fn], (4.8)

where(ΛV)+ is the pseudoinverse the matrixΛV ∈ Fm×n.

Proof. Let a = c( f ) ∈ Fn be a solution to (4.4), i.e., toVa= f . Since the linear
functionalsλ1, . . . ,λm spanX′, Va= f is equivalent toλk(Va) = λk( f ), ∀k, i.e.,

ΛVa= Λ f ,

whereΛV ∈ Fm×n andΛ f ∈ Fn. This (possibly) underdetermined linear system has
a unique minimalℓ2–norm (least squares) solutiona= cΦ( f ) given by (4.8). ⊓⊔
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4.3 A characterisation of the canonical coordinates

Let Φ = ( f j) j∈J span a vector spaceX, andΨ = (λ j) j∈J be linear functionals onX.
We say thatΦ andΨ aredual sequences (see Exer. 4.1) if

f = ∑
j

λ j( f ) f j , ∀ f ∈ X. (4.9)

This implies( f j) spansX and(λ j) spansX′, and is equivalent to

λ = ∑
j

λ ( f )λ j , ∀λ ∈ X′.

The matrixG= [λ j( fk)] is called theGramian of Φ andΨ . We now show that:

(λ j) are the canonical coordinates (canonical dual functionals) for ( f j) if and
only if G= [λ j( fk)] is an orthogonal projection of rankd = dim(span{ f j}).

Recall that the canonical isomorphism betweenX and its bidualX′′ is

ˆ: X→ X′′ : f 7→ f̂ , f̂ (λ ) := λ ( f ), ∀λ ∈ X′.

Theorem 4.2.(Characterisation). Suppose X is anF–vector space (withF = F),
Φ = ( f j) in X andΨ = (λ j) in X′ are dual, i.e., satisfy (4.9), and G is the Gramian

G= ΛV = [λ j( fk)], V := [ f j ] : FJ→ X, Λ = (λ j) : X→ FJ.

Then the following are equivalent

1. cΦ =Ψ .
2. cΨ = Φ̂ .
3. G= G∗, i.e., G is an orthogonal projection.
4. PΦ = G.
5. PΨ = GT .
6. PΨ = PT

Φ .
7. dep(Ψ) = dep(Φ).

Proof. First, observe that (4.9) can be written asVΛ = IX, and so

G2 = Λ(VΛV) = ΛV = G,

i.e.,G is a projection of rankd = dim(X).
1.=⇒2. Suppose thatΨ = cΦ . ThenΨ = (cΦ

j ) spansX′ and( f̂ j) spansX′′, and so
Proposition 4.2 gives

cΨ = (LW)+L, W := [cΦ
j ] : FJ→ X′, L = ( f̂ j) : X′→ FJ.
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Now LW = [ f̂ j(cΦ
k )] = [cΦ

k ( f j)] = PT
Φ is an orthogonal projection, so(LW)+ = LW,

and we obtain

cΨ
j (λ ) = (PT

ΦLλ ) j = ∑
k

(PT
Φ) jk(Lλ )k = ∑

k

cΦ
k ( f j) f̂k(λ ) = ∑

k

cΦ
k ( f j)λ ( fk)

= λ
(

∑
k

cΦ
k ( f j) fk

)

= λ ( f j) = f̂ j(λ ), ∀λ ∈ X′ =⇒ cΨ
j = f̂ j .

2.=⇒5. If ( f̂ j) are the canonical coordinates forΨ , then (4.7) gives

PΨ = [ f̂ j(λk)] = [λk( f j)] = GT .

5.=⇒4. If PΨ = GT , thenG is an orthogonal projection matrix of rankd = dim(X).
Moreover,

PΦG= (cΦV)(ΛV) = cΦ(VΛ)V = cΦV = PΦ ,

and soG= PΦ .
4.=⇒3. Immediate (PΦ is an orthogonal projection).
3.=⇒7. SupposeG= G∗, i.e.,λ j( fk) = λk( f j), ∀k. Then

a∈ dep(Ψ) ⇐⇒ ∑
j

a jλ j( fk) = 0, ∀k ⇐⇒ ∑
j

a jλk( f j) = 0, ∀k

⇐⇒ ∑
j

a jλk( f j) = 0, ∀k ⇐⇒ λk(∑
j

a j f j) = 0, ∀k

⇐⇒ ∑
j

a j f j = 0 ⇐⇒ a∈ dep(Φ).

7.=⇒6. Suppose that dep(Ψ)= dep(Φ). Let(vk) be an orthogonal basis for dep(Φ),
so(vk) is an orthogonal basis for dep(Ψ), and from (4.1), we obtain

PΨ = I −∑
k

vk(vk)
∗

〈vk,vk〉
= I −∑

k

vkv∗k
〈vk,vk〉

= PΦ = PT
Φ .

6.=⇒1. For eachf ∈ X, we have the orthogonal decomposition

Ψ( f ) = (λ j( f )) = cΦ( f )+ρ( f ) ∈ ran(PΦ)⊕ker(PΦ).

For a∈ ker(PΦ), we have

〈ρ( f ),a〉= 〈Ψ( f ),a〉= ∑
j

a jλ j( f ).

Now supposePT
Φ = PΨ , so thata∈ ker(PT

Φ) = ker(PΨ ), and we obtain

〈ρ( f ),a〉= 0, ∀a =⇒ ρ( f ) = 0,

i.e.,Ψ = cΦ . ⊓⊔
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Example 4.8.The second equivalence shows that any spanning sequenceΨ for X′

is the canonical coordinates for someΦ , i.e., theΦ given byΦ̂ = cΨ . For example,
let X = Π1 the (three dimensional) space of linear polynomials onR2, andΨ be the
point evaluations

Ψ =
(
δ(0,0),δ(1,0),δ(0,1),δ(a,b)

)
, δx : Π1→ R : f 7→ f (x).

These are the canonical coordinates forΦ consisting of the linear polynomials (with
the obvious indexing)

f(0,0)(x,y) =
(ab−1−a−b2)x+(ab−1−b−a2)y+1+a2+b2

(a+b)2+(a−1)2+(b−1)2 ,

f(1,0)(x,y) =
(2+ab−a+2b2−2b)x+(a−a2−2ab)y+ab+a2−a

(a+b)2+(a−1)2+(b−1)2 ,

f(0,1)(x,y) =
(b−b2−2ab)x+(2+ab−b+2a2−2a)y+ab+b2−b

(a+b)2+(a−1)2+(b−1)2 ,

f(a,b)(x,y) =
(2a+b−1)x+(a+2b−1)y+1−a−b

(a+b)2+(a−1)2+(b−1)2 . (4.10)

Note that these polynomials are continuous functions of(a,b).

4.4 Properties of the canonical coordinates

BecausePΦ = [cΦ
j ( fk)] is an orthogonal projection, the canonical coordinates share

many properties of the coordinates for a basis (wherePΦ = I ). We write the sequence
obtained by removing the vectorf j from Φ = ( f1, . . . , fn) as

Φ \ f j := ( f1, . . . , f j−1, f j+1, . . . , fn).

Proposition 4.3.(Properties). The canonical coordinates cΦ = (c j) for Φ satisfy

1. cj( fk) = ck( f j).
2. |c j( fk)| ≤ 1 with |c j( fk)|= 1 if and only if k= j and fj 6∈ span(Φ \ f j), in which

case cj( f j) = 1 and cj = 0 onspan(Φ \ f j).
3. cj( f j)≥ 0, with cj( f j) = 0 if and only if fj = 0.
4. ∑ j c j( f j) = d = dim(X).
5. cj = αck, α ∈ F if and only if fj = α fk.

Proof. Let P = [p jk] = [c j( fk)]. These properties follow from those of orthogonal
projection matrices, e.g.,P= P∗, givesc j( fk) = p jk = pk j = ck( f j).

Orthogonal projectionsP have the property‖Px‖ ≤ ‖x‖ with equality if and only
if Px= x, so that

|c j( fk)|= |p jk| ≤ ‖Pek‖ ≤ ‖ek‖= 1,
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with equality if and only ifPek = ek and |p jk| = 1, i.e., j = k, c j( f j) = 1, and
c j( fℓ) = 0, ℓ 6= j. The conditionPej = ej is equivalent to thej–th column ofP not
being in the span of the others, and since the columns ofP and the vectors ofΦ
have the same linear dependencies, this is the same asf j 6∈ span(Φ \ f j).

Similarly,
c j( f j) = 〈ej ,Pej〉= 〈Pej ,Pej〉= ‖Pej‖2≥ 0,

with equality if and only ifPej = 0, i.e.,cΦ( f j) = 0, which givesf j = 0.
We have

∑
j

c j( f j) = trace(P) = rank(P) = d.

Finally,

f j = α fk ⇐⇒ cℓ( f j) = cℓ(α fk) = αcℓ( fk), ∀ℓ
⇐⇒ c j( fℓ) = αck( fℓ), ∀ℓ
⇐⇒ ∑

ℓ

c j( fℓ) fℓ = α ∑
ℓ

ck( fℓ) fℓ ⇐⇒ f j = α fk.

⊓⊔

Example 4.9.If Φ = ( f j)
n
j=1 satisfies∑ j f j = 0, i.e.,(1, . . . ,1) ∈ dep(Φ), andQ is

the orthogonal projection onto(1, . . . ,1)⊥, then

|c j( fk)| ≤ ‖PΦek‖ ≤ ‖Qek‖= ‖ek−
1
n ∑

ℓ

eℓ‖=
√

(1− 1
n
)2+

n−1
n2 =

√

1− 1
n
.

The canonical coordinates transform naturally under the action of a linear map.

Proposition 4.4.(Linear maps). Suppose thatΦ = ( f j) spans theF–vector space X,
L : X→Y is an invertibleF–linear map, andΨ = LΦ = (L f j). Then the canonical
coordinates forΦ andΨ satisfy

cLΦ
j (L f ) = cΦ

j ( f ), ∀ f ∈ X. (4.11)

Proof. ChooseΛ as in (4.8), so that

cΦ( f ) = (ΛV)+Λ f , V = [ f j ].

ThenΛL−1 : Y→ Fm is 1–1, and so, withW = [L f j ] = LV, we have

cΨ (L f ) = (ΛL−1W)+ΛL−1(L f ) = (ΛV)+Λ f = cΦ( f ).

⊓⊔
The canonical coordinatescΦ have the same symmetries asΦ (see Example 9.5

of §9.2 for details).
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4.5 The canonical inner product for a spanning sequence

We observe that ifF = F, then inner products can be defined onF–vector spaces
in the usual way. In this case, there is a unique inner productfor which a spanning
sequence is a normalised tight frame.

Theorem 4.3.LetΦ = ( f j) j∈J be a finite spanning sequence for anF–vector space
X (with F = F). Then there exists a unique inner product on X for whichΦ is a
normalised tight frame, namely

〈 f ,g〉Φ := 〈cΦ( f ),cΦ(g)〉. (4.12)

Proof. The linear mapX→ FJ : f 7→ cΦ( f ) is 1–1, and so (4.12) defines an inner
product onX. For this,

〈 fk, f j〉Φ = 〈PΦek,PΦej〉= 〈PΦek,ej〉= (PΦ) jk,

so that Gram(Φ) = PΦ , andΦ is a normalised tight frame (Theorem 2.1).
Conversely, for any inner product〈 f ,g〉X onX for whichΦ is a normalised tight

frame Gram(Φ) = PΦ , and hence (sinceΦ is a spanning set)

〈 fk, f j〉Φ = 〈 fk, f j〉X, ∀ j,k =⇒ 〈 f ,g〉Φ = 〈 f ,g〉X, ∀ f ,g∈ X.

This proves the uniqueness. ⊓⊔

Definition 4.3. Thecanonical inner product 〈·, ·〉Φ for a spanning sequenceΦ for
anF–vector spaceX is the unique inner product onX for which Φ is a normalised
tight frame, i.e., the inner product given by (4.12).

Example 4.10.(Frames) IfΦ is a finite frame forH , with frame operaterS=VV∗,
then

〈 f ,g〉Φ = 〈S− 1
2 f ,S−

1
2 g〉= 〈 f ,S−1g〉, ∀ f ,g∈H . (4.13)

This follows fromcΦ
j ( f ) = 〈 f ,S−1 f j〉= 〈S−

1
2 f ,S−

1
2 f j〉 (see Exer. 4.2).

In summary:

Whenever there is a natural spanning sequence for a vector space, it can be
viewed as normalised tight frame (in a unique) way, and computations can be
done directly with it, in an efficient and stable way. This avoids the need to
obtain a basis by thinning which may destroy the inherent geometry.

We now illustrate this principle for the cyclotomic fields (asQ–vector spaces).
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4.6 Canonical coordinates for cyclotomic fields

Let ω be the primitiven–th root of unity

ω := e
2π i
n .

The cyclotomic field Q(ω) is aQ–vector space of dimensiond = ϕ(n), whereϕ
is theEuler phi (totient) function. The number of primitiven–th roots isϕ(n), but
they do not form a basis forQ(ω) in general, e.g., the primitive 4–th roots are±i,
which areQ–linearly dependent. Forn square free, the primitiven–th roots are a
basis. When the primitive roots are not a basis, bases with additional properties can
be constructed in a noncanonical way. Most prominently usedare theintegral bases
(each element of the ring of integers has its coefficients inZ), and thepower bases
(these have the form{1,z,z2, · · · ,zd−1}).

A natural spanning sequence forQ(ω) is given by then–th roots themselves, i.e.,

Φ = (ω j) j∈Zn = (1,ω,ω2, · · · ,ωn−1).

We now consider the corresponding canonical coordinatesc= cΦ . These naturally
inherit the geometry ofQ(ω), e.g., if

z= a0+a1ω + · · ·+an−1ωn−1, a0, . . . ,an−1 ∈Q,

then

ωz= a0ω +a1ω2+ · · ·+an−1ωn, z= a0+a1ωn−1+ · · ·+an−1ω,

and so the canonical coordinates satisfy

c j(ωz) = c j+1(z), (4.14)

c j(z) = c− j(z), (4.15)

i.e., multiplication byω corresponds to aforward cyclic shiftof coordinates, and
complex conjugation to the permutationj 7→ − j of the indices.

Let µ be theMöbius function

µ(n) :=







1, n= 1;

(−1)n, n is square free;

0, otherwise

which satisfies

∑
j∈Z∗n

ω j = µ(n). (4.16)

HereZ∗n is the group of units inZn (the primitiven–th roots areω j , j ∈ Z∗n).
The canonical coordinates can be computed as follows.
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Proposition 4.5.(Calculation). The canonical Gramian forΦ = (ω j) j∈Zn is

PΦ =
1
n ∑

j∈Z∗n
χ j χ∗j , χ j := (1,ω j ,ω2 j , . . . ,ω(n−1) j)T , (4.17)

which has entries

(PΦ) jk =
1
n ∑

a∈Z∗n
ωa( j−k) =

1
n

ϕ(g)µ
(n

g

)
, g := gcd( j−k,n).

Proof. The vectorsχ j are the characters ofZn, and hence are orthogonal.
Suppose thata∈ dep(Φ), i.e.,

χ∗−1a= a0+a1ω + · · ·an−1ωn−1 = 0,

then applying the Galois actionω−1 7→ ω j , j ∈ Z∗n, which fixesQ, gives

χ∗j a= a0+a1ω− j + · · ·+an−1ω−(n−1) = 0,

and soχ j ∈ dep(Φ)⊥, j ∈ Zn. A dimension count shows that{χ j : j ∈ Z∗n} is an
orthogonal basis for dep(Φ), and hencePΦ is given by (4.17).

Evaluating the entries ofPΦ gives theRamanujan sum

(PΦ) jk = e∗j
1
n ∑

a∈Z∗n
χaχ∗aek =

1
n ∑

a∈Z∗n
ω−ake∗j χa =

1
n ∑

a∈Z∗n
ωa( j−k).

Using (4.16), andϕ(n) = ϕ(g)ϕ(n
g), this can be simplified to

1
n ∑

a∈Z∗n
ωag j−k

g =
1
n ∑

a∈Z∗n
ωag =

1
n

ϕ(g) ∑
b∈Z∗n/g

(ωg)b =
1
n

ϕ(g)µ
(n

g

)
.

⊓⊔

Example 4.11.The canonical GramiansPΦ for n= 3,4,5 are

1
3





2 −1 −1
−1 2 −1
−1 −1 2



 ,
1
4







2 0 −2 0
0 2 0 −2
−2 0 2 0
0 −2 0 2






,

1
5









4 −1 −1 −1 −1
−1 4 −1 −1 −1
−1 −1 4 −1 −1
−1 −1 −1 4 −1
−1 −1 −1 −1 4









.

Example 4.12.For n= 2k, the canonical expansion ofω j is

ω j =
1
2

ω j − 1
2

ω j+ n
2 .

More generally, forn= pk, p a prime, the canonical expansion ofω j is
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ω j =
1
p

{
(p−1)ω j −ω j+ n

p −ω j+2 n
p −·· ·−ω j+(p−1) n

p
}
.

These canonical coordinates have norm

‖c(ω j)‖2 =
1
p

√

(p−1)2+(p−1) =

√

1− 1
p
< 1.

Multiplication inQ(ω) corresponds to convolution of the canonical coordinates:

Proposition 4.6.The canonical coordinates c= cΦ for Φ = (ω j) j∈Zn satisfy

c(αx+βy) = αc(x)+βc(y), α,β ∈Q, x,y∈Q(ω), (4.18)

c(xy) = c(x)∗c(y), x,y∈Q(ω), (4.19)

where a∗b is thecyclic convolutionof a and b overZn, which is given by

(a∗b)k :=
n−1

∑
j=0

a jbk− j .

Proof. The first is just the factf 7→ c( f ) is linear. For the second, observe that ifM
is a circulant matrix (such asPΦ ), then

M(a∗b) = (Ma)∗b= a∗ (Mb).

Let a,b∈Qn be coordinates forx,y, then

xy=
(

∑
s

asωs
)(

∑
r

brω r
)

= ∑
s

∑
r

asbrωs+r = ∑
k

∑
j

a jbk− jωk = ∑
k

(a∗b)kωk,

so thata∗b are coordinates forxy, and we have

c(xy) = PΦ(a∗b) = (PΦa)∗b= c(x)∗b= c(x)∗c(y),

where for the last equality, we made the particular choiceb= c(y). ⊓⊔
The canonical inner product has the following properties.

Proposition 4.7.(normalised tight frame) The uniqueQ–inner product onQ(ω) for
whichΦ = (ω j) j∈Zn is a normalised tight frame satisfies

〈xy,z〉Φ = 〈y,xz〉Φ , ∀x,y,z∈Q(ω) (4.20)

〈z,z〉Φ =
ϕ(n)

n
|z|2, whenever|z|2 ∈Q. (4.21)

In particular, multiplication by any z∈Q(ω) of unit modulus is a unitary operation.
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Proof. In view of (4.15) and (4.19), the first amounts to showing

〈a∗b,w〉= 〈b, ã∗w〉, ã= (a− j),

wherea= c(x), b= c(y) andw= c(z). This holds for alla,b,w by direct calculation:

〈a∗b,w〉= ∑
k

(

∑
j

a jbk− j

)

wk = ∑
j
∑
k

a jbk− jwk,

〈〈b, ã∗w〉〉= ∑
k

bk

(

∑
j

a− jwk− j

)

= ∑
j
∑
k

a jbkwk+ j = ∑
j
∑
k

a jbk− jwk.

Finally, when|z|2 ∈Q, we have

〈z,z〉Φ = 〈zz,1〉Φ = 〈|z|21,1〉Φ = |z|2〈1,1〉Φ .

In particular, all then–roots have the same norm, and so

dim(Q(ω)) = ϕ(n) = rank(PΦ) = trace(PΦ) = ∑ j〈ω j ,ω j〉Φ = n〈1,1〉Φ .

Combining these gives (4.21). ⊓⊔

Example 4.13.This inner product is different from the one induced by viewing the
n–th roots of unity as vectors inR2 (with the Euclidean inner product), which gives
a tight frame forR2. For example, whenn= 5, we have

〈1,ω〉Φ =−1
5
, 〈

(
1
0

)

,

(
cos2π

5
sin2π

5

)

〉= cos
2π
5
6∈Q.

Here, the coordinates for 1 which minimise∑ j |c j |2 overc∈ Rn, and overc∈ Qn

(the canonical coordinates), and those given by 1= 1·1+0·ω + · · ·+0·ωn−1 are









2
5

2
5 cos2π

5
2
5 cos4π

5
2
5 cos6π

5
2
5 cos8π

5









, cΦ(1) =









4
5
−1

5
−1

5
−1

5
−1

5









,









1
0
0
0
0









,

respectively, which have norms

2
5

√

1+2cos2 2π
5 +2cos2 4π

5 ≈ 0.63246, 2√
5
≈ 0.89442, 2√

5
≈ 0.89442, 1.

Example 4.14.We observe that

ω j is orthogonal toωk ⇐⇒ µ
(n

g
) = 0, g= gcd( j−k,n),

and so twon–th roots cannot be orthogonal ifn is square free.



4.6 Canonical coordinates for cyclotomic fields 85

Example 4.15.(Subfields) Letn= 8. Thenω =
√

i = e
2π i
8 , andQ(ω) is 4–dimensional,

with cyclotomic subfields
Q⊂Q(i)⊂Q(

√
i).

The canonical coordinates of 1,ω,ω2,ω3 are

c(1) =















1
2
0
0
0
1
2
0
0
0















, c(
√

i) =















0
1
2
0
0
0
1
2
0
0















, c(i) =















0
0
1
2
0
0
0
1
2
0















, c(i
√

i) =















0
0
0
1
2
0
0
0
1
2















.

Therefore one can determine what is the smallest cyclotomicsubfield ofQ(
√

i) a
given element lies in by considering which of its canonical coordinates are zero.

By viewing Φ = (ω j) j∈Zn as a normalised tight frame (for the canonical inner
product), we can easily show that the natural action of the cyclic groupCn = 〈a〉 on
theQ–vector spaceQ(ω) given bya·ω j = ω j+1 is irreducible.

Theorem 4.4.(Irreducibility) Let 〈〈·, ·〉〉 be the canonical inner product onQ(ω)
given byΦ = (ω j) j∈Zn. For any nonzero z∈ Q(ω), the vectors(z,ωz, . . . ,ωn−1z)
are an equal norm tight frame forQ(ω), i.e.,

x=
1
|z|2 ∑

j∈Zn

〈〈x,ω jz〉〉ω jz, ∀x∈Q(ω). (4.22)

Proof. Using (4.20) and the fact(ω j) j∈Zn is a normalised tight frame, we calculate

∑
j
〈〈x,ω jz〉〉ω jz=

(

∑
j
〈〈zx,ω j〉〉ω j

)

z= (zx)z= |z|2x.

Thus everyCn–orbit ofz 6= 0 spansQ(ω), i.e., the action is irreducible. ⊓⊔
The (forward) cyclic shiftoperatorSonQn, which is given by

Sej := ej+1, j ∈ Zn,

and defines a natural action ofCn = 〈a〉 onQn via

a·v= Sv.

By (4.14) the canonical coordinatesc= cΦ for Φ = (ω j) satisfy

c(ωkz) = Skc(z). (4.23)

Thus it follows that dep(Φ)⊥ is an irreducible shift invariant subspace ofQn.
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Corollary 4.1. (Irreducibility) The shifts of any nonzero b∈ dep(Φ)⊥ are an equal
norm tight frame forran(PΦ) = dep(Φ)⊥ (with the Euclidean inner product), i.e.,

a=
ϕ(n)

n
1
〈b,b〉 ∑

j∈Zn

〈a,Sjb〉Sjb, ∀a∈ dep(Φ)⊥.

Proof. Expanding the canonical inner product in (4.22), using (4.23), gives

x=
1
|z|2 ∑

j∈Zn

〈c(x),Sjc(z)〉ω jz, ∀x∈Q(ω).

Applying c to this, and lettinga= c(x), b= c(z), gives the result. ⊓⊔
The shift invariant subspace dep(Φ) of Qn is not irreducible whenn is not a

prime. In this case there is a proper 1–dimensional shift invariant subspace spanned
by (1,1, . . . ,1). Nevertheless, we are able to give an single linear dependence aΦ
whose shifts give a tight frame for dep(Φ).

Theorem 4.5.(Shift invariant tight frame) Let aΦ ∈ Zn be n times the first column
of I−PΦ , i.e.,

aΦ = ∑
j 6∈Z∗n

χ j .

Then the shifts of aΦ are an equal norm tight frame fordep(Φ), i.e.,

x=
1
n2 ∑

j∈Zn

〈〈x,SjaΦ〉〉SjaΦ , ∀x∈ dep(Φ). (4.24)

Proof. By (4.17) and the fact the charactersχ j are orthogonal,I−Pφ is the circulant
matrix given by

1
n ∑

j 6∈Z∗n
χ j χ∗j =

1
n
[aΦ ,SaΦ ,S2aΦ , . . . ,Sn−1aΦ ].

The columns of the orthogonal projection matrixI−PΦ are a normalised tight frame
for its range dep(Φ), and the corresponding frame expansion is (4.24). ⊓⊔

Example 4.16.For n= 6,Z∗6 = {1,5}, and

I −PΦ =
1
6











4 −1 1 2 1 −1
−1 4 −1 1 2 1
1 −1 4 −1 1 2
2 1 −1 4 −1 1
1 2 1 −1 4 −1
−1 1 2 1 −1 4











, aΦ = χ0+ χ2+ χ3+ χ4 =











4
−1
1
2
1
−1











.

Thus the linear dependencies between the 6–th roots can be expressed as
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4ω j −ω j+1+ω j+2+2ω j+3+ω j+4−ω j+5 = 0, 0≤ j < 6.

Here the 4–dimensional subspace dep(Φ) can be decomposed into two 1–dimensional
and one 2–dimensional orthogonal shift invariant subspaces, which are generated by

(1,1,1,1,1,1)T , (1,−1,1,−1,1,−1)T , (0,1,−1,0,1,−1)T ,

respectively.

4.7 Generalised barycentric coordinates for affine spaces

We now give the analogue of the canonical coordinates (for a vector space) for
affine spaces. Anaffine space Xis, in effect, a vector space for which there is no
distinguished point that plays the role of the origin in a vector space (or, equivalently,
the translation of a vector subspace). As such, we can takeaffine combinationsof
“points” in X, i.e., linear combinations where the sum of the coefficientsis 1, and
differencesof points to obtain “vectors”.

Let X be an affine space withdimension d, i.e.,d+1 is the number of points in
affinely independent affine spanning set forX. A sequencev1, . . . ,vn of n = d+1
points inX is affinely independent if and only if each pointx ∈ X can be written
uniquely as an affine combination of them, i.e.,

x= ∑
j

ξ j(x)v j , ∑
j

ξ j(x) = 1. (4.25)

The affine functionsξ j , so defined, are thebarycentric coordinatesfor Θ = (v j).

Definition 4.4. Let X be an affine space overF, with F= F, andΘ = (v1, . . . ,vn) be
points with affine spanX. Then the (affine) generalised barycentric coordinates1

ξΘ (x) = (ξ j(x))n
j=1 ∈ Fn for Θ of a point x ∈ X are the (unique) coefficients of

minimal ℓ2–norm for whichx is an affine combination ofΘ , i.e., (4.25) holds.

These are well defined, since the set of vectorsa∈ Fn satisfyingx= ∑ j a jv j and
∑ j a j = 1 form a nonempty affine subspace ofFn.

Proposition 4.8.(Calculation) The generalised barycentric coordinatesξΘ =(ξ j)
n
j=1

for pointsΘ = (v j)
n
j=1, with barycentre b= bΦ = 1

n ∑n
j=1v j , are given by

ξΘ
j (x) = cΘ−bΘ

j (x−bΘ )+
1
n
, (4.26)

where cΘ−bΘ = (c j) are the canonical coordinates ofΘ −bΘ = ( f j), f j := v j −bΘ .
In particular, each x7→ ξΘ

j (x) is an affine function.

1 There are many generalisations of barycentric coordinates used in geometric modeling (computer
graphics) for nonsimplical polytopes. These are the only ones where eachξ j is an affine function.
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Proof. We seek to minimise∑ j |ξ j(x)|2 subject to (4.25). Writeξ j(x) = a j(x)+ 1
n.

Then∑ j ξ j(x) = 1 is equivalent to∑ j a j(x) = 0, and so

∑
j
|ξ j(x)|2 = ∑

j

{

|a j(x)|2+
1
n

a j(x)+
1
n

a j(x)+
1
n2

}

= ∑
j
|a j(x)|2+

1
n
.

Since∑ j f j = ∑ j(v j −b) = ∑ j v j −nb= 0, expanding gives

x= ∑
j

ξ j(x)v j = ∑
j

ξ j(x) f j +∑
j

ξ j(x)b= ∑
j
{a j(x)+

1
n
} f j +b= ∑

j
a j(x) f j +b.

Thus we must minimise∑ j |a j(x)|2, subject to the constraints

x−b= ∑
j

a j(x) f j , ∑
j

a j(x) = 0.

The minimiser subject to just the first constraint isa j(x) = cΘ−bΦ
j (x− bΘ ). But

∑ j f j = 0 implies the dependency∑ j c j = 0 (by Theorem 4.2), and so the second
constraint is also satisfied by this choice fora j(x). ⊓⊔

The generalised barycentric coordinates have similar properties to those of the
canonical coordinates (see Proposition 4.3).

Proposition 4.9.(Properties) The generalised barycentric coordinatesξΘ = (ξ j)
for pointsΘ = (v j)

n
j=1 with affine span X satisfy

1. ξ j(vk) = ξk(v j).
2. |ξ j(vk)| ≤ 1 with |ξ j(vk)|= 1 if and only if k= j and vj 6∈ aff(Θ \v j), in which

caseξ j(v j) = 1 andξ j = 0 onaff(Θ \v j).
3. 1

n ≤ ξ j(v j)≤ 1, with ξ j(v j) =
1
n if and only if vj = bΘ (the barycentre ofΘ ).

4. ∑ j ξ j(v j) = d+1.
5. ξ j = ξk if and only if vj = vk.

Proof. By Proposition 4.8,

ξ j(vk) = c j( fk)+
1
n
, fk := vk−bΘ , bθ :=

1
n ∑

j
v j ,

and so, by Proposition 4.3, we immediately obtain 1, the lower bound in 3, 4 and 5.
Sincevk can be written as the affine combinationvk = 1vk+∑ j 6=k 0v j , we have

|ξ j(vk)|2≤∑
j
|ξ j(vk)|2≤ 12+ ∑

j 6=k

02 = 1 =⇒ |ξ j(vk)| ≤ 1,

with equality if and only ifk= j andξℓ(v j) = 0,∀ℓ 6= j, i.e.,ξ j = 0 on aff(Θ \v j). If
ξ j = 0 on aff(Θ \v j), thenv j 6∈ aff(Θ \v j). Otherwise,v j = ∑k6= j akvk, ∑k6= j ak = 1,
andv j can be written as an affine combination
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v j = (1− t)v j + ∑
k6= j

takvk, t ∈ R,

where the sum of the squares of the coefficients above is

(1− t)2+ ∑
k6= j

t2|ξk|2 = 1−2t + t2
(

1+ ∑
k6= j

|ξk|2
)

,

which is strictly less than 1 fort > 0 sufficiently small, and soλ j(v j)< 1. ⊓⊔
From the formula (4.26), we also observe that

• The coordinates of the barycentreb= bΘ areξ j(b) = 1
n, ∀ j.

• ξ j is constant (equal to1n) if and only if v j is the barycentrec.

These imply that the set of points where the generalised barycentric coordinates are
nonnegative

N = NΘ := {x∈ X : ξΘ
j (x)≥ 0, ∀ j} (4.27)

is a convex polytope, with the barycentre as an interior point. For the purpose of
illustration, we also define the ellipsoid with centre the barycentre

E = EΘ := {x∈ X : ∑
j
|ξΘ

j (x)|2 = 1},

inside which the points have generalised barycentric coordinates withℓ2–norm< 1.

Example 4.17.(Four points inR2) (See Figs. 4.1 and 4.2) Suppose, without loss of
generality, that

Θ =
(
(

0
0

)

,

(
1
0

)

,

(
0
1

)

,

(
a
b

)
)
,

where there are no restrictions on(a,b). The generalised barycentric coordinates
(indexed by the points) are given by the linear polynomials of (4.10). We observe
that these coordinates depend continuously on(a,b) ∈ R2.

If the convex hull of the points is a quadrilateralQ, i.e.,a,b> 0 anda+b> 1,
then the polytopeNΘ (which depends continuously onΘ ) has four vertices, one of
which lies on the edge from(0,0) to (0,1), namely

ξ(0,1)(x,y) = ξ(a,b)(x,y) = 0 ⇐⇒ (x,y) =
(

a+b−1
2a+b−1,0

)
.

Thus we conclude thatNΘ circumscribes the boundary ofQ, with one point on each
edge. The barycentre of the vertices ofNΘ is not bΘ = 1

4(a+1,b+1) in general,
since the vertices are

(
a+b−1
2a+b−1

0

)

,

(
0

a+b−1
a+2b−1

)

,

(
ab

b+1
b2+1
b+1

)

,

(
a2+1
a+1
ab

a+1

)

.
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Fig. 4.1: The pointsΘ , EΘ ,NΘ ,cΘ for Example 4.17 with(a,b) = ( 2
3 ,

1
3),(

8
9 ,

4
9),(1,1),(

3
2 ,

3
4).

Fig. 4.2: The pointsΘ , EΘ ,NΘ ,cΘ for Example 4.17 with(a,b) = (0,0),( 1
3 ,

1
3),(

4
9 ,

4
9),(

1
5 ,

4
5).

Example 4.18.(The vertices of a regular polygon) (see Fig. 4.3). Let(v j) be n
equally spaced unit vectors inR2, say

v j =

(
cos2π

n j
sin2π

n j

)

, j = 1, . . . ,n.

Then
ξ j(x) = 〈x, 2

nv j〉+ 1
n,

so thatNΘ is then–sided regular polygon (inscribing a circle of radius 1/(2cosπ
n ))

given by

NΘ = conv{w j : j = 1, . . . ,n}, w j :=− 1
2cosπ

n

(
cos2π

n ( j + 1
2)

sin2π
n ( j + 1

2)

)

,

andEΘ is the disc of radiusr =
√

n−1
2 centred at 0. Hereξ j(v j) =

3
n.

By writing the expansion as

x=
1
n

n

∑
j=1

(nξ j(x)) p j ,
1
n

n

∑
j=1

(nξ j(x)) = 1,

we can obtain the limiting case (of points on the unit circle)

x=
1

2π

∫ 2π

0
ξθ (x)vθ dθ ,

1
2π

∫ 2π

0
ξθ (x)dθ = 1,

where
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ξθ := vθ , vθ :=

(
cosθ
sinθ

)

, ξθ (x) := 2〈x,vθ 〉+1, 0≤ θ ≤ 2π.

Here the coordinatesξθ are nonnegative on the disc with centre 0 and radius1
2.

Fig. 4.3: Then= 3,4,5,6 equally spaced pointsΘ of Example 4.18, withNΘ andEΘ .

We have the following analogue of Proposition 4.4.

Proposition 4.10.(Affine maps). Let A: X→Y be an invertible affine map between
affine spaces X and Y, andΘ = (v1, . . . ,vn) be points in X with affine span X. Then
the canonical barycentric coordinates forΘ and AΘ = (Av1, . . . ,Avn) satisfy

ξ AΘ (Ax) = ξΘ (x), ∀x∈ X.

Proof. Write Ax= L(x−bΘ )+a, whereL is a linear map (on the vectors inX), and
bΘ := 1

n ∑ j v j is the barycentre ofΘ . Then the barycentre ofAΘ is

bAΘ =
1
n ∑

j

(
L(v j −bΘ )+a

)
= L
(1

n ∑
j
(v j −bΘ )

)
+a= a,

and soAx−bAΘ = L(x−bΘ ). Let Φ = (v j −bΘ )n
j=1, thenAΘ −bAΘ = L(Θ −bθ ),

and using (4.11), we obtain

ξ AΘ
j (Ax) = cAΘ−bAΘ

j (Ax−bAΘ )+
1
n
= cL(Φ−bΘ )

j (L(x−bΘ ))+
1
n

= cΦ−bΘ
j (x−bΘ )+

1
n
= ξΘ

j (x).

⊓⊔
A similar argument shows thatΘ andξΘ have same symmetry group (see§9.2).
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4.8 The Bernstein frame

Here we index the generalised barycentric coordinates form≥ d+1 pointsΘ , with
affine spanX = Rd, by the points that they correspond to, i.e.,ξΘ = (ξv)v∈Θ . Let
Πn(R

d) denote the polynomialsRd→ R of degree≤ n. Since

x= ∑
v∈Θ

ξv(x)v, ∑
v∈Θ

ξv(x) = 1, (4.28)

it follows that(ξv)v∈Θ spansΠ1(R
d). More generally, for anyn≥ 1, the polynomials

ξ α = ∏
v

ξ αv
v , |α|= ∑

v
αv = n (α ∈ ZΘ

+)

spanΠn(R
d). Here theα ∈ ZΘ

+ aremulti-indices. By the multinomial theorem,
(

∑
v

ξv

)n
= ∑
|α |=n

(
n
α

)

ξ α = 1,

(
n
α

)

:=
n!
α!

.

Thus the
(n+m−1

m−1

)
polynomials (which spanΠn(R

d))

BΘ
α = Bα :=

(|α|
α

)

ξ α , |α|= n, (4.29)

form apartition of unity, which is nonnegative on the regionNΘ given by (4.27).

Definition 4.5. We call the polynomials(Bα)|α |=n of (4.29) theBernstein frame
(of degreen) for Πn(R

d) given by the pointsΘ .

By construction (and a dimension count):

The Bernstein frame(Bα)|α |=n is a frame (spanning sequence) forΠn(R
d). It

is a basis if and only ifΘ consists ofd+1 affinely independent points inRd.

Example 4.19.(Bernstein basis) When the Bernstein frame is a basis, i.e.,Θ is d+1
affinely independent points inRd, then it is the usualBernstein basis. For example,
when d = 1, Θ = (0,1), we haveξ0(x)1− x, ξ1 = x, which gives the univariate
Bernstein basis

B(n− j, j)(x) = (1−x)n− jx j , 0≤ j ≤ n,

and whend = 2,Θ =
(
(0,0),(1,0),(0,1)

)
, we have

ξ(0,0)(x,y) = 1−x−y, ξ(1,0)(x,y) = x, ξ(0,1)(x,y) = y,

which gives the bivariate Bernstein basis

B(n− j−k, j,k)(x) = (1−x−y)n− j−kx jyk, 0≤ j,k≤ j +k≤ n.
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Example 4.20.(Vertices of the square) WhenΘ is the vertices(0,0),(1,0),(0,1),(1,1)
of the unit square inR2, thena= b= 1 in Example 4.17, gives

ξ(0,0) =
1
4
(−2x−2y+3), ξ(1,0) =

1
4
(2x−2y+1),

ξ(0,1) =
1
4
(−2x+2y+1), ξ(1,1) =

1
4
(2x+2y−1).

The corresponding Bernstein frame for the bivariate quadratics has 10 polynomials
(a basis has 6). However, the Bernstein frame shares the symmetries of the square,
whereas a Bernstein basis cannot.

4.9 Properties of the Bernstein frame

The Bernstein frame shares the following well known and useful properties of the
Bernstein basis. Letev be the multi-index which is 1 atv, and 0 at all other points.

Proposition 4.11.The Bernstein frame(Bα)|α |=n can be calculated recursively via

Bα = ∑
v∈Θ

ξvBα−ev, B0 = 1, (4.30)

and expressed in terms of the Bernstein frame for polynomials of degree n+1 via

Bα = ∑
v∈V

αv+1
|α|+1

Bα+ev. (4.31)

Proof. We calculate

∑
v∈V

ξvBα−ev = ∑
v∈V

(|α|−1
α−ev

)

ξ α = ∑
v∈V

αv

|α|

(|α|
α

)

ξ α = Bα ,

and, using∑v ξv = 1, that

Bα = Bα ∑
v∈V

ξv = ∑
v∈V

|α|!
α!

ξ α ξv = ∑
v∈V

αv+1
|α|+1

|α +ev|!
(α +ev)!

ξ α+ev = ∑
v∈V

αv+1
|α|+1

Bα+ev.

⊓⊔
Let Dv f denote the directional derivative off in the directionv∈ Rd. We recall

thatv 7→ Dv f is linear.

Proposition 4.12.(Differentiation). For u,v,w∈V, we have

Dv−wξu = ξu(v)−ξu(w) = ξv(u)−ξw(u).

Thus the Bernstein frame satisfies
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Dv−wBα = |α| ∑
u∈Θ

(
ξu(v)−ξu(w)

)
Bα−eu.

Proof. Sinceξu is affine

(Dv−wξu)(x) = lim
t→0

ξu(x+ t(v−w))−ξu(x)
t

= lim
t→0

ξu(x)+ tξu(v)− tξu(w)−ξu(x)
t

= ξu(v)−ξu(w).

By the product and chain rules, we have

Dv−wBα =
|α|!
α!

Dv−w ∏
u∈V

ξ αu
u =

|α|!
α! ∑

u∈V
αuξ αu−1

u

(
ξu(v)−ξu(w)

)
ξ α−αueu

= |α|∑
u∈V

(
ξu(v)−ξu(w)

) (|α|−1)!
(α−eu)!

ξ α−eu

= |α|∑
u∈V

(
ξu(v)−ξu(w)

)
Bα−eu.

⊓⊔

4.10 The generalised Bernstein operator

For a Bernstein frame(Bα)|α |=n given by pointsΘ in Rd, with convex hull

T = conv(Θ),

we define the (generalised) Bernstein operator Bn = Bn,Θ : C(T)→ Πn(R
d) of

degreen≥ 1 by the usual formula

Bn( f ) := ∑
|α |=n

Bα f (vα), vα := ∑
v∈Θ

αv

|α|v, (4.32)

which is equivalent to

Bn( f ) = ∑
v1∈Θ
· · · ∑

vn∈Θ
f
(v1+ · · ·+vn

n

)

ξv1 · · ·ξvn.

This has thepositivity property

f ≥ 0 onT = conv(Θ) =⇒ Bn f ≥ 0 onNΘ , (4.33)

and reproduces the linear polynomials (see Example 4.21).
We now show that the generalised Bernstein operator isdegree reducing, i.e.,
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Fig. 4.4: The points{vα}|α|=n used in the definition ofBn,V f , wheren= 7 andV is the vertices of
a triangle, square, pentagon and hexagon (respectively).

Bn( f ) ∈Πk(R
d), ∀ f ∈Πk (k= 0,1, . . .).

Define the univariate and multivariate (falling) shifted factorials by

[x]n := x(x−1) · · ·(x−n+1), [α]β := ∏
v∈V

[αv]
βv,

and the multivariate Stirling numbers of the second kind by

S(τ ,β ) := ∏
v∈V

S(τv,βv),

whereS(τv,βv) are the Stirling numbers of the second kind. We note that

S(τ ,β ) = 0, β 6≤ τ , (4.34)

and define (|α|
α

)

:= 0, α 6≥ 0. (4.35)

These are related by
ατ = ∑

β≤τ
S(τ ,β )[α]β . (4.36)

Lemma 4.2.For anyτ and n, we have

∑
|α |=n

ατ
(|α|

α

)

ξ α = ∑
β≤τ

S(τ ,β )[n]|β |ξ β . (4.37)

Proof. Since [|α|]|β |
(|α−β |

α−β
)
=
(|α |

α
)
[α]β (without restriction onα and β ), (4.36)

gives

∑
β≤τ

S(τ ,β )[|α|]|β |
(|α−β |

α−β

)

=

(|α|
α

)

∑
β≤τ

S(τ ,β )[α]β =

(|α|
α

)

ατ .

Thus, we calculate



96 4 Canonical coordinates for vector spaces and affine spaces

∑
|α |=n

ατ
(|α|

α

)

ξ α = ∑
|α |=n

∑
β≤τ

S(τ ,β )[|α|]|β |
(|α−β |

α−β

)

ξ α

= ∑
β≤τ

S(τ ,β )[n]|β |ξ β ∑
|α|=n
α≥β

(|α−β |
α−β

)

ξ α−β = ∑
β≤τ

S(τ ,β )[n]|β |ξ β ,

with the last equality given by the multinomial identity. ⊓⊔
Observe that (4.28) is equivalent to the reproduction formula for affine functions

f = ∑
v∈Θ

f (v)ξv, ∀ f ∈Π1(R
d). (4.38)

Theorem 4.6.(Degree reducing). The generalised Bernstein operator Bn is degree
reducing. More precisely,

Bn(ξ β ) =
[n]|β |

n|β |
ξ β + ∑

0<|γ |<|β |

[n]|γ |

n|β |
a(γ ,β )ξ γ , (4.39)

where w1, . . . ,wm is the sequence of points in V , and

a(γ ,β ) := ∑
|τ1|=βw1

· · · ∑
|τm|=βwm

(
βw1

τ1

)

ξ τ1(w1) · · ·
(

βwm

τm

)

ξ τm(wm)S(τ1+ · · ·+ τm,γ).

(4.40)

Proof. Since eachξw is an affine function, andξw(v) = ξv(w), we have

ξw(vα) = ξw

(

∑
v∈V

αv

|α|v
)

= ∑
v∈V

αv

|α|ξw(v) = ∑
v∈V

αv

|α|ξv(w),

and the multinomial identity gives

(ξ β )(vα) = ∏
w∈V

(

∑
v∈V

αv

|α|ξv(w)
)βw

= ∏
w∈V

∑
|τ |=βw

(
βw

τ

)
ατ

|α|βw
ξ τ(w)

= ∑
|τ1|=βw1

· · · ∑
|τm|=βwm

(
βw1

τ1

)

· · ·
(

βwm

τm

)

ξ τ1(w1) · · ·ξ τm(wm)
ατ1+···+τm

|α||β | .

Thus, by rearranging (4.32) and Lemma 4.2, we have

Bn(ξ β ) = ∑
|τ1|=βw1

· · · ∑
|τm|=βwm

(
βw1

τ1

)

ξ τ1(w1) · · ·
(

βwm

τm

)

ξ τm(wm) ∑
|α |=n

ατ1+···+τm

n|β |

(
n
α

)

ξ α

= ∑
|τ1|=βw1

· · · ∑
|τm|=βwm

(
βw1

τ1

)

ξ τ1(w1) · · ·
(

βwm

τm

)

ξ τm(wm)

× ∑
γ≤τ1+···+τm

[n]|γ |

n|β |
S(τ1+ · · ·+ τm,γ)ξ γ .
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HereBn(ξ β ) is written as a polynomial inξ of degree≤ |β |, so thatBn is degree
reducing. The terms of degree|β | can be simplified using the multinomial identity,
ξv(w j) = ξw j (v), and (4.38), as follows

∑
|τ1|=βw1

· · · ∑
|τm|=βwm

(
βw1

τ1

)

ξ τ1(w1) · · ·
(

βwm

τm

)

ξ τm(wm)
[n]|β |

n|β |
ξ τ1+···+τm

=
[n]|β |

n|β |

m

∏
j=1

(

∑
|τ j |=βwj

(
βw j

τ j

)

ξ τ j (w j)ξ τ j

)

=
[n]|β |

n|β |

m

∏
j=1

(

∑
v∈V

ξv(w j)ξv

)βwj

=
[n]|β |

n|β |

m

∏
j=1

(

∑
v∈V

ξw j (v)ξv

)βwj
=

[n]|β |

n|β |

m

∏
j=1

ξ
βwj
w j =

[n]|β |

n|β |
ξ β .

By collecting the terms of degree< |β |, we obtain (4.39). Here, (4.34) allows us to
remove the restrictionγ ≤ τ1+ · · ·+ τm, and there are no terms of degree 0 since
S(1,0) = 0. ⊓⊔

Since[n]|γ | = 0, |γ |> n, the formula (4.39) implies thatBn is degree reducing.

Example 4.21.(Linear reproduction) For|β |= 1, we have

Bn(ξv) = ξv, ∀v∈V, (4.41)

i.e.,Bn reproduces the linear polynomialsΠ1(R
d) = span{ξv}. This is equivalent to

x= ∑
|α |=n

Bα(x)vα , ∑
|α |=n

Bα(x) = 1, x∈ Rd. (4.42)

Example 4.22.(Quadratics) For|β |= 2, we recallS(1,0) = 0, S(2,1) = 1, so that

a(eu,2ew) = ξ 2
u (v) = ξ 2

v (u), a(eu,ev+ew) = ξu(v)ξu(w) = (ξvξw)(u),

v 6= w, and we obtain

Bn(ξ β ) =
(

1− 1
n

)

ξ β +
1
n ∑

u∈V
ξ β (u)ξu, |β |= 2. (4.43)

Corollary 4.2. (Convergence) For all polynomials f , Bn( f )→ f , as n→ ∞.

Proof. It suffices to considerf = ξ β . Forn≥ |β |, (4.39) gives

Bn(ξ β )−ξ β =
( [n]|β |

n|β |
−1
)

ξ β − ∑
|γ |<|β |

[n]|γ |

n|β |
a(γ ,β )ξ γ ,

where [n]|β |

n|β |
−1, [n]

|γ|

n|β |
= O(1

n), asn→ ∞. ⊓⊔
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The spectral structure ofBn can easily be deduced Theorem 4.6 (see [DW15]).

Notes

The canonical coordinateswere introduced in [Wal11]. They allow the theory of
frames to be extended to vector spaces (without an inner product) in a natural way.

Exercises

4.1.Dual sequences. Let ( f j) j∈J and (λ j) j∈J be spanning sequences for a vector
spaceX and its algebraic dualX′, respectively, with Gramian

G := [λ j( fk)] = ΛV, V := [ f j ] : FJ→ X, Λ = (λ j) : X 7→ FJ.

Show that the following are equivalent
(a)VΛ = IX.
(b) f = ∑ j λ j( f ) f j , ∀ f ∈ X.
(c) λ = ∑ j λ ( f j)λ j , ∀λ ∈ X′.
(d) G2 = G.
(e)V =VG.
(f) Λ = GΛ .

4.2.Show that ifΦ is a finite frame forH , with frame operaterS=VV∗, then then
the canonical inner product is given by

〈 f ,g〉Φ = 〈S− 1
2 f ,S−

1
2 g〉= 〈 f ,S−1g〉, ∀ f ,g∈H .

Hint: UsecΦ
j ( f ) = 〈 f ,S−1 f j〉.

4.3.Let Θ be a set ofd+ 1 affinely independent points with affine spanX, and
ℓ = (ℓv)v∈Θ be the corresponding barycentric coordinates. Suppose that Ψ = (ψ j)
is a sequence of points inΘ , with eachv∈Θ appearing with multiplicitymv ≥ 1.
Show that the canonical barycentric coordinates(ξ j) for Ψ are

ξ j =
1

mv
ℓv when ψ j = v.



Chapter 5
Combining and decomposing frames

We now give a list of ways in which two or more frames can be combined to obtain
a new frame, for which the frame and its dual are related in a natural way to those
of its constituent parts.

Given a frame, these methods offer a way of decomposing it into simpler parts.
Sometimes this can be done inseveraldifferent ways, and at present there is no
coherent decomposition theory for frames (or tight frames).

The inner product on the orthogonal direct sumH1⊕H2 and the tensor product
H1⊗H2 are given by

〈( f1,g1),( f2,g2)〉 := 〈 f1, f2〉+ 〈g1,g2〉, ∀( f1,g1),( f2,g2) ∈H1⊕H2,

〈 f1⊗g1, f2⊗g2〉 := 〈 f1, f2〉〈g1,g2〉, ∀ f1⊗g1, f2⊗g2 ∈H1⊗H2.

If no confusion arises, then one can identifyH1 andH2 as subspaces ofH1⊕H2,
and write f j or f j +0 in place of( f j ,0), etc.

5.1 Unions

The(disjoint) union of finite framesΦ = ( f j) j∈J andΨ = (gk)k∈K for H1 andH2

Φ ∪Ψ :=
(
(

f j

0

)

,

(
0
gk

)
)

j∈J,k∈K (5.1)

is a frame for the orthogonal direct sumH1⊕H2 (which is indexed byJ∪K), with
dual frameΦ̃ ∪Ψ̃ , and

Gram(Φ ∪Ψ) = Gram(Φ)⊕Gram(Ψ) :=

(
Gram(Φ) 0

0 Gram(Ψ)

)

. (5.2)

Conversely, if a frame forH has a Gramian matrix which can be block diagonalised
as in (5.2), for some partitioningΦ ∪Ψ of its vectors, thenΦ andΨ are frames for

99



100 5 Combining and decomposing frames

their spansH1 andH2, which are orthogonal complements, i.e.,H = H1⊕H2,
and the dual frames ofΦ andΨ are given by the corresponding dual vectors of the
original frame (see Exer. 5.2).

Example 5.1.The frame bounds satisfy (see Exer. 5.4)

AΦ∪Ψ = min{AΦ ,AΨ}, BΦ∪Ψ = max{BΦ ,BΨ},

and so a union of normalised tight frames is again a normalised tight frame.

Example 5.2.In the (extreme) case when Gram(Φ) is diagonal, we have

H =
⊕

φ∈Φ
span{φ}, φ̃ =

1
〈φ ,φ〉φ ,

andΦ is an orthogonal basis.

The union is a natural first candidate for decomposing a frame.

Each frame can be uniquely decomposed into a union of frames for orthogonal
subspaces (each corresponds to a component of the frame graph of §8.3).

If Φ = ( f j) andΨ = (gk) are finite tight frames forH , then so is the frame
consisting their union as a subset ofH . In [LMO14] a finite tight frame forH is
said to bedivisible if it can be partitioned into two tight frames forH , i.e., it has a
proper subset which is a tight frame forH , and otherwise it isprime. Clearly, every
finite tight frame can be partitioned into prime tight frames(though not uniquely).

5.2 Direct sums

We consider two notions of the sum of frames: thedirect sum, andsum(see§5.5).
The first of these requires that each summand have the same index set, and the
second has no counterpart for infinite dimensional spaces.

Definition 5.1. Let Φ = (φ j) j∈J andΨ = (ψ j) j∈J be frames forH1 andH2, with
the same index setJ. Then their(inner) direct sum is

Φ⊕Ψ = (φ j +ψ j) j∈J ⊂H1⊕H2.

The direct sum may not be a frame forH1⊕H2, e.g., when

dim(H1⊕H2) = dim(H1)+dim(H2)> |J|.

A necessary and sufficient condition (see Exer. 5.3) isdisjointness, i.e,
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ran(V∗)∩ ran(W∗) = {0}, V := [φ j ] j∈J, W := [ψ j ] j∈J. (5.3)

If Φ⊕Ψ is a frame, i.e.,Φ andΨ are disjoint, then we say

Φ⊕Ψ is anorthogonal dilation of Φ andΨ ,

Φ , Ψ areorthogonal compressionsof Φ⊕Ψ .

The direct sum ofthree(or more) mutually disjoint frames is not well defined, in
general. For example, the frames

Φ1 = (e1,0,e2,0,), Φ2 = (0,e1,0,e2), Φ3 = (e1,e1,e2,e2)

are mutually disjoint frames forR2, so the direct sum of any two is a basis forR4,
which cannot be disjoint from the remaining frame (by a dimension count).

The stronger condition oforthogonality (see Definition 3.5), i.e.,

ran(V∗)⊥ ran(W∗),

leads to a direct sum for which the dual frame is the direct sumof the duals.
The direct sum⊕ jΦ j =Φ1⊕·· ·⊕Φn of mutually orthogonal frames forH1, . . . ,Hn

can be defined in the obvious way, and is associative, since

ran([φ j +ψ j ]
∗) = ran([φ j ]

∗)+ ran([ψ j ]
∗).

We observe by definition (and Proposition 3.2) that:

Disjointness and orthogonality depend only on the frames upto similarity.

Lemma 5.1.(Orthogonality) LetΦ = (φ j) j∈J andΨ = (ψ j) j∈J be finite frames for
H1 andH2, with V = [φ j ] and W= [ψ j ]. Then the following are equivalent

1. Φ andΨ are orthogonal (strongly disjoint), i.e.,ran(V∗)⊥ ran(W∗).
2. The canonical coordinates ofΦ andΨ are orthogonal, i.e.,ran(PΦ)⊥ ran(PΨ ).
3. Gram(Φcan)Gram(Ψ can) = 0.
4. WV∗ = 0, i.e.,∑ j〈 f ,φ j〉ψ j = 0, ∀ f ∈H1.
5. VW∗ = 0, i.e.,∑ j〈g,ψ j〉φ j = 0, ∀g∈H2.

Proof. 1.⇐⇒2. We observe that ran(V∗) = ker(V)⊥ = dep(Φ)⊥ = ran(PΦ), and,
similarly, ran(W∗) = ran(PΨ ).

2.⇐⇒3. SincePΦ = Gram(Φcan) and PΨ = Gram(Ψ can), this follows by the
fact that two subspaces are orthogonal if and only if the product of the orthogonal
projections onto them is zero.

3.=⇒4. By the factorisation (3.12), we have

∑
j
〈 f ,φ j〉ψ j =WV∗ f =WPΨ (VPΦ)∗ f =W(PΨ PΦ)V∗ f = 0.
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4.=⇒5. We haveVW∗ = (WV∗)∗ = 0∗ = 0.
5.=⇒1. If WV∗ = 0, i.e.,W(V∗ f ) = 0,∀ f , then

ran(V∗)⊂ ker(W) = (ran(W∗))⊥ =⇒ ran(V∗)⊥ ran(W∗).

⊓⊔

Theorem 5.1.The (inner) direct sumΦ⊕Ψ is a frame forH1⊕H2, with

SΦ⊕Ψ ( f +g) = SΦ( f )+SΨ (g), ∀ f ∈H1, ∀g∈H2, (5.4)

or, equivalently, dual frame given by

(Φ⊕Ψ)˜= Φ̃⊕Ψ̃ (5.5)

if and only ifΦ andΨ are orthogonal. In this case, the frame bounds are

AΦ⊕Ψ = min{AΦ ,AΨ}, BΦ⊕Ψ = max{BΦ ,BΨ}, (5.6)

and so a direct sum of normalised tight frames is a normalisedtight frame.

Proof. Expanding gives

SΦ⊕Ψ ( f +g) = SΦ( f )+SΨ (g)+∑
j
〈 f ,φ j〉ψ j +∑

j
〈g,ψ j〉φ j ,

with the last two sums depending only onf andg, respectively. ThusΦ andΨ are
orthogonal if and only if (5.4) holds. In this case (see Exer.5.4),Φ ⊕Ψ is a frame
for H1⊕H2, with frame bounds (5.6). The condition (5.4) is equivalentto (5.15)
for the spanning sequenceΦ⊕Ψ , i.e.,

(φ j +0)̃ = S−1
Φ⊕Ψ (φ j +0) = S−1

Φ (φ j)+S−1
Ψ (0) = φ̃ j ,

and similarly(0+ψ j )̃ = ψ̃ j , which gives (5.5). ⊓⊔

Example 5.3.(Gramian) The Gramian and canonical Gramian of a direct sum satisfy

Gram(Φ⊕Ψ) = Gram(Φ)⊕Gram(Ψ),

ran(PΦ⊕Ψ ) = ran(PΦ)+ ran(PΨ ).

Therefore, whenΦ andΨ are orthogonal, we have

PΦ⊕Ψ = PΦ +PΨ ,

and the canonical coordinates satisfy

cΦ⊕Ψ ( f +g) = cΦ( f )+cΨ (g).
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Theorem 3.5 can be restated in terms of direct sums as follows.

Theorem 5.2.Given a finite frameΦ = (φ j) j∈J for H , there exists an orthogonal
frameΨ = (ψ j) j∈J for someK , such thatΦ ⊕Ψ is a basis forH ⊕K , with the
same frame bounds asΦ . In particular,Φ and its dual are the orthogonal projection
of the biorthogonal system given byΦ⊕Ψ and its dual.

The aboveΨ is an example of what will be called acomplementof Φ .

Example 5.4.(Decomposition) LetΦ = ( f j) j∈J be a finite frame, withV = [ f j ], and
P : FJ→ FJ be any orthogonal projection onto a subspace of ran(V∗). ThenΦ is a
direct sum of the orthogonal frames with synthesis operatorsVPandV(I−P), since

ran((VP)∗) = ran(PV∗)⊥ ran((V(I −P))∗) = ran((I −P)V∗).

Thus a frame can be decomposed into a direct sum of orthogonalone–dimensional
frames in many ways. Therefore the usefulness of direct sumsfor decompositions
seems very limited, unless some additional structure is present (see Example 11.7).

Example 5.5.Consider the frame of four equally spaced unit vectors inR2

Φ =
(
[
1
0

]

,

[
0
1

]

,

[
−1
0

]

,

[
0
−1

]
)
,

and the framesΨ1 andΨ2 for R1 given by

Ψ1 = (
1√
2
,

1√
2
,

1√
2
,

1√
2
), Ψ2 = (

1√
2
,− 1√

2
,

1√
2
,− 1√

2
).

These are mutually orthogonal tight frames, e.g.,

VW∗ =

(
1 0−1 0
0 1 0 −1

)(
1√
2

1√
2

1√
2

1√
2

)

=

(
0
0

)

,

with the same frame bound. The tight framesΦ⊕Ψ1 andΦ⊕Ψ2 for R3 are the lifted
four equally spaced vectors (see Example 5.9) and the vertices of the tetrahedron.
The direct sumΨ1⊕Ψ2 consists of two copies of an orthonormal basis forR2, and
Φ⊕Ψ1⊕Ψ2 is an orthogonal basis forR4.

Example 5.6.Let Φ = (1,1,1) which is a (tight) frame forF. Both of the frames

Ψ1 = (1,−1,0), Ψ2 = (2,−1,−1)

are orthogonal toΦ , butneitherΨ1 andΨ2 are similar, nor areΦ⊕Ψ1 andΦ⊕Ψ2.

We now consider two special cases of the direct sum: when a summand is for a
space of 1–dimension (lifting) and when the direct sum is a basis (complements).
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5.3 Lifting

The idea of lifting is to take a frame, and add an additional component to each of
its vectors, so as to obtain a frame for a space of dimension one higher, i.e., take the
direct sum with a frame for a one–dimensional space.

Definition 5.2. Let Φ = (φ j) j∈J be frame forH , andΨ = (α jψ) j∈J be a frame for
K = span{ψ}, ψ 6= 0. ThenΦ ⊕Ψ is a lift of Φ to H ⊕K (by Ψ ) if Φ andΨ
are orthogonal, i.e.,

∑
j

ᾱ jφ j = 0, (5.7)

and is asimple lift when all theα j are equal.

Since the lift of a frame is an inner direct sum, Theorem 5.1 gives that the dual
frame of the lift ofΦ byΨ = (α jψ) j∈J is the lift of Φ̃ by

Ψ̃ = (cα jψ) j∈J, c :=
1

〈ψ,ψ〉∑ j |α j |2
.

A finite frame(φ j) is said to bebalancedif ∑ j φ j = 0. Clearly, a balanced frame
cannot be a basis, and a frame is balanced if and only if its dual frame is balanced.

Example 5.7.(Simple lifts) A frame has a simple lift if and only if it is balanced,
and (see Exer. 5.5) a frameΦ = ( f j) is a simple lift if and only if

∑
j

f j 6= 0, 〈∑
j

f j , fk〉=C, ∀k.

Example 5.8.(Repeated lifts) IfΦ = (φ j)
n
j=1 is in Fd, then condition (5.7) is that

α = (α j) is a nonzero vector orthogonal to the rows of the matrix[φ1, . . . ,φn]. Thus
a finite frame can be lifted if and only if it is not a basis. Moreover, since

AΨ = BΨ = ‖ψ‖2∑
j
|α j |2, Ψ = (α jψ),

the lift byΨ has the same frame bounds asΦ provided

AΦ ≤ ‖ψ‖2∑
j
|α j |2≤ BΦ .

In this way, one can successively liftΦ until a basis is obtained, which gives a
simple proof of Theorem 3.5 (also see Proposition 5.1). For example, the frame

Φ =
([1

0

]

,

[
1
−1

]

,

[
1
1

])

, Φ̃ =
([1/3

0

]

,

[
1/3
−1/2

]

,

[
1/3
1/2

])

,

for R2 has frame boundsAΦ = 2,BΦ = 3. The vectorα = (2c,−c,−c) is orthogonal
to rows of the matrix with these columns, and so liftsΦ to a basis forR3, i.e.,



5.4 Complements 105

Ψ =
(





1
0
2c



 ,





1
−1
−c



 ,





1
1
−c





)

, Ψ̃ =
(





1/3
0

1/(3c̄)



 ,





1/3
−1/2
−1/(6c̄)



 ,





1/3
1/2
−1/(6c̄)





)

.

This has the same frame bounds asΦ if 2 ≤∑i |α j |2 = 6|c|2≤ 3, i.e., 1√
3
≤ |c| ≤ 1√

2
.

Example 5.9.(Lifted roots of unity) LetΦ = (u j)
n
j=1 ben≥ 3 equally spaced unit

vectors inR2. Since these vectors sum to zero, they can be lifted by addinga third
coordinate, sayu j lifts to v j = (u j ,α), α > 0. The condition onα which ensures
that (v j) is tight is AΦ = n

2 = n|α|2, i.e., α = 1√
2
. Thus we obtain the equal norm

tight frame

{(cos
2π j
n

,sin
2π j
n

,
1√
2
) : j = 1, . . . ,n}

which we call thelifted n–th roots of unity (or thelifted equally spaced vectors).

Fig. 5.1: The liftedn equally spaced unit vector inR2 for n= 3,6,9.

5.4 Complements

Every normalised tight frame has a unique complement, and each frame is similar
to a unique normalised tight frame. Thus we can define a complement (which is
unique up to similarity) for an arbitrary frame. This can be thought of as amaximal
orthogonal direct summand, or as the direct sum of a sequenceof lifts which take
the frame to a basis.

Definition 5.3. We say that finite framesΦ = (φ j) j∈J andΨ = (ψ j) j∈J for H1 and
H2, with the same index setJ, arecomplementsof each other if they are disjoint
andH1⊕H2≈ ℓ2(J), i.e., dim(H1)+dim(H2) = |J|.

For normalised tight frames this is equivalent to Definition2.6. We recall (see
§2.9) that theα–partition frame is the normalised tight frame of nonzero vectors
which is the complement of

( e1√
α1

, . . . ,
e1√
α1

︸ ︷︷ ︸

α1 times

, . . . ,
ek√
αk

, . . . ,
ek√
αk

︸ ︷︷ ︸

αk times

)

.
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Disjoint framescannotbe similar, and so, in particular, no normalised tight frame
is equal to its complement. By way of contrast, this is not true in infinite dimensions,
e.g., [Cas98] shows that every frame for an infinite dimensional Hilbert space can
be written as the direct sum of three orthonormal bases.

Here are some equivalences that follow easily from the previous discussion.

Proposition 5.1.LetΦ = (φ j) j∈J,Ψ = (ψ j) j∈J be a frames forH1, H2, with index
set J, and synthesis maps V= [φ j ], W = [ψ j ]. Then the following are equivalent

1. Φ andΨ are complements.
2. Φcan andΨ can are complements.
3. Gram(Φcan)+Gram(Ψ can) = I.
4. ℓ2(J) = ran(PΦ)⊕ ran(PΨ ).
5. dim(H1)+dim(H2) = |J| and VW∗ = 0.
6. Φ⊕Ψ is a basis and(Φ⊕Ψ)˜= Φ̃⊕Ψ̃ .
7. Ψ = Q(I −Gram(Φcan)), where Q is 1–1 onran(I −Gram(Φcan)).
8. Ψ =Ψ1⊕·· ·⊕Ψk, k= |J|−dim(H1), whereΨj lifts Φ⊕Ψ1⊕·· ·⊕Ψj−1.

5.5 Sums

Thesumof frames requires that at least one of them isbalanced.

Definition 5.4. Let Φ = (φ j)
n1
j=1 andΨ = (ψk)

n2
k=1 be frames forH1 andH2, at

least one of which is balanced, i.e., has vectors which sum tozero. Then theirsum
is

Φ +̂Ψ :=
( 1√

n2
φ j +

1√
n1

ψk

)

1≤ j≤n1
1≤k≤n2

. (5.8)

This is a frame ofn1n2 elements forH1⊕H2, which is tight if the summands
are tight with the same frame bound.

Theorem 5.3.The sumΦ +̂Ψ defined by (5.8) is a frame of n1n2 vectors forH1⊕
H2, which is balanced if and only if bothΦ andΨ are balanced, with

SΦ+̂Ψ ( f +g) = SΦ f +SΨ g, ∀ f ∈H1, ∀g∈H2,

or, equivalently, dual frame given by

(Φ +̂Ψ)˜= Φ̃ +̂Ψ̃ .

The frame bounds are

AΦ+̂Ψ = min{AΦ ,AΨ}, BΦ+̂Ψ = max{BΦ ,BΨ}. (5.9)

In particular, a sum of normalised tight frames is a normalised tight frame.
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Proof. Let Sbe the frame operator for(αφ j +βψk), with α,β scalars, then

S( f +g) = ∑
j
∑
k

〈 f +g,αφ j +βψk〉(αφ j +βψk)

= |α|2n2SΦ f + ᾱβ 〈 f ,∑
j

φ j〉∑
k

ψk+αβ̄ 〈g,∑
k

ψk〉∑
j

φ j + |β |2n1SΨ g.

If Φ orΨ is balanced, and we chooseα = 1√
n2

, β = 1√
n1

, then this reduces to

S( f +g) = SΦ f +SΨ g.

By Exer. 5.4,Φ +̂Ψ is a frame forH1⊕H2, with the asserted properties. ⊓⊔
The sum+̂ also satisfies the following rules

(Φ1 +̂Φ2) +̂Φ3 = Φ1 +̂ (Φ2 +̂Φ3), α(Φ1 +̂Φ2) = (αΦ1) +̂ (αΦ2).

Example 5.10.Three equally spaced vectorsΦ in R2 are a balanced tight frame.
Taking the sum ofΦ with itself gives the following tight frame of 9 vectors forR4

Φ+̂Φ :=
{







cos2π
3 j

sin2π
3 j

cos2π
3 k

sin2π
3 k







: 1≤ j,k≤ 3
}

.

Example 5.11.(Roots of unity) Then–th roots of unity sum to zero, and so form
a balanced tight frame forC. Let ω := e2π i/n1, µ := e2π i/n2 be n1,n2 ≥ 2 roots of
unity. ThenΦ := ( 1√

n1
ω j)n1

j=1 andΨ := ( 1√
n2

µk)n2
k=1 are balanced normalised tight

frames, and so their sum

Φ +̂Ψ :=
( 1√

n1n2

[
ω j

µk

])

1≤ j≤n1
1≤k≤n2

is an equal–norm balanced normalised tight frame ofn1n2 vectors forC2.

Example 5.12.Taking d summands ofΦ = ( 1√
2
,− 1√

2
) gives thevertices of the

cube in Rd, i.e.,

Φ +̂ · · · +̂Φ =
( 1√

2d





(−1) j1

· · ·
(−1) jd





)

1≤ j1,..., jd≤2
.

Example 5.13.(Equal–norm tight frames) Clearly the sum of equal–norm frames is
an equal–norm frame, and by (5.9), the sum of equal–norm normalised tight frames
(one of them balanced) is an equal–norm normalised tight frame.
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5.6 Tensor products

The tensor product of vector spacesV andW is the (abstract) vector spaceV⊗W
with the property that any bilinear map fromV×W factors uniquely throughV⊗W.
There is an associated bilinear map

⊗ : V×W→V⊗W : ( f ,g) 7→ f ⊗g

whose imagesf ⊗g are calledirreducible tensors, and spanV⊗W.
If {v1, . . . ,vm} and{w1 . . . ,wn} are bases forV andW, thenV⊗W can be realised

as themn–dimensional vector space with a basis given by (the formal symbols)
v j ⊗wk, 1≤ j ≤m, 1≤ k≤ n, which satisfy the distributive law

(

∑
j

α jv j

)

⊗
(

∑
k

βkwk

)

= ∑
j
∑
k

α jβ j(v j ⊗wk), ∀α j ,βk ∈ F.

For Hilbert spacesH1 andH2, the tensor productHilbert spaceH1⊗H2 is
obtained by taking the inner product onH1⊗H2 given by

〈 f ⊗g,φ ⊗ψ〉H1⊗H2 := 〈 f ,φ〉H1〈g,ψ〉H2, ∀ f ,φ ∈H1, ∀g,ψ ∈H2.

Definition 5.5. Thetensor product of framesΦ andΨ for H1 andH2 is

Φ⊗Ψ := (φ ⊗ψ)φ∈Φ ,ψ∈Ψ ⊂H1⊗H2.

The tensor product of frames is a frame.

Theorem 5.4.If Φ andΨ are frames forH1 andH2, thenΦ⊗Ψ is a frame for the
tensor product Hilbert spaceH1⊗H2, with frame operator

SΦ⊗Ψ = SΦ ⊗SΨ , (5.10)

frame bounds
AΦ⊗Ψ = AΦAΨ , BΦ⊗Ψ = BΦBΨ , (5.11)

and dual frame given by
(φ ⊗ψ)˜= Φ̃⊗Ψ̃ . (5.12)

Proof. For irreducible tensorsf ⊗g∈H1⊗H2, we have

SΦ⊗Ψ ( f ⊗g) = ∑
φ∈Φ

∑
ψ∈Ψ
〈 f ⊗g,φ ⊗ψ〉φ ⊗ψ = ∑

φ∈Φ
∑

ψ∈Ψ
(〈 f ,φ〉φ)⊗ (〈g,ψ〉ψ)

=
(

∑
φ∈Φ
〈 f ,φ〉φ

)

⊗
(

∑
ψ∈Ψ
〈g,ψ〉ψ

)

= (SΦ f )⊗ (SΨ g),

and so we obtainSΦ⊗Ψ = SΦ ⊗SΨ by linearity. Since the eigenvalues of a tensor
product of operators are the products of eigenvalues of the operators, we obtain the
asserted frame bounds.
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Finally, the dual frame isS−1
Φ⊗Ψ (φ ⊗ψ) = (S−1

Φ φ)⊗ (S−1
Ψ ψ) = φ̃ ⊗ ψ̃. ⊓⊔

Tensor products of frames with various properties inherit those properties.

Corollary 5.1. . LetΦ andΨ be frames. Then

1. Φ⊗Ψ is a tight frame if and only its factors are.
2. Φ⊗Ψ is an equal–norm tight frame if and only its factors are.
3. Φ⊗Ψ is an orthonormal basis if and only its factors are.
4. Φ⊗Ψ is an orthogonal basis if and only its factors are.
5. Φ⊗Ψ is a real frame if and only if its factors are.

Proof. Let Φ = (φ j) andΨ = (ψk).
1. Use (5.11) andA≤ B.
2. Use‖φ j ⊗ψk‖= ‖φ j‖‖ψk‖.
3., 4. Use〈φ j1⊗ψk1,φ j2⊗ψk2〉= 〈φ j1,φ j2〉〈ψk1,ψk2〉.
5. If Φ⊗Ψ is real (andΨ has a nonzero vector), then

〈φ j1,φ j2〉‖ψk‖2 = 〈φ j1⊗ψk,φ j2⊗ψk〉 ∈ R =⇒ 〈φ j1,φ j2〉 ∈ R,

and similarly〈ψk1,ψk2〉 ∈ R. If Φ andΨ are real, then clearlyΦ⊗Ψ is real. ⊓⊔

Example 5.14.(Equally spaced vectors) Let(v j)
m
j=1 and(wk)

n
k=1 be the tight frames

of m andn equally spaced unit vectors inR2, given by

v j := cos
2π j
m

e1+sin
2π j
m

e2, wk := cos
2πk
n

e1+sin
2πk
n

e2,

where{ej} is the standard basis. By taking their tensor product

v j ⊗wk := cos
2π j
m

cos
2πk
n

e1⊗e1+cos
2π j
m

sin
2πk
n

e1⊗e2

+sin
2π j
m

cos
2πk
n

e2⊗e1+sin
2π j
m

sin
2πk
n

e2⊗e2,

we obtain the tight frameΦ = (φ jk) of mnunit vectors forR4, given by

φ jk :=







cos2π j
m cos2πk

n
cos2π j

m sin2πk
n

sin2π j
m cos2πk

n
sin2π j

m sin2πk
n






,

j = 1, . . . ,m,
k= 1, . . . ,n.

Example 5.15.(Orthogonal polynomials) Tensor products of orthogonal polynomi-
als are orthogonal polynomials for the tensor product weight. This can be used to
construct frames of orthogonal polynomials in several variables (see [DX01]).
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5.7 Decompositions

In general, there is not a unique way to decompose a frame.

Example 5.16.(Nonuniqueness) The tight frame of four equally spaced unitvectors
in R2 (the vertices of the square) can be written as a disjoint union, direct sum (lift),
sum and tensor product, e.g.,

(1,−1)∪ (1,−1) =
(
(

1
0

)

,

(
−1
0

)

,

(
0
1

)

,

(
0
−1

)
)
,

(1,−1,0,0)+(0,0,1,−1) =
(
(

1
0

)

,

(
−1
0

)

,

(
0
1

)

,

(
0
−1

)
)
,

(−1,1)+̂(−1,1) =
(
(

1
1

)

,

(
−1
1

)

,

(
−1
−1

)

,

(
1
−1

)
)
,

(−1,1)⊗ (e1,e2) = (e1,e2,−e1,−e2).

This tight frame is also divisible, e.g., it can be partitioned into two prime tight
frames

{e1,e2}∪{−e1,−e2}.

Notes

The direct sum, and the associated notions of alift andcomplementcan be found
throughout the frame literature. There can be some variation in terminology (when
named), e.g., the termlift is used for thesimple lift in [BF03].

Exercises

5.1.Show that a frame( f j) is a disjoint union of tight frames if and only if eachf j

is an eigenvector of the frame operatorS(such a frame is said to besemicritical).

5.2.Unions.Let Φ = (φ j) andΨ = (ψk) be frames forH1 andH2.
(a) Show thatΦ ∪Ψ , as a sequence inH1⊕H2, has frame operatorS, with

S( f +g) = SΦ( f )+SΨ (g), ∀ f ∈H1, ∀g∈H2.

(b) Show that the dual frame is̃Φ ∪Ψ̃ , by using Exer. 5.4.
(c) Show the Gramian is block diagonal, i.e.,
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Gram(Φ ∪Ψ) =

(
Gram(Φ) 0

0 Gram(Ψ)

)

.

5.3.Direct sums. LetΦ = (φ j) j∈J andΨ = (ψ j) j∈J be finite frames forH1 andH2,
with V = [φ j ], W = [ψ j ]. Show that(φ j +ψ j) is a frame forH1⊕H2 if and only if

ran(V∗)∩ ran(W∗) = 0,

in which case

ran([φ j +ψ j ]
∗) = ran(V∗)+ ran(W∗) (algebraic direct sum).

5.4.SupposeΞ is a sequence inH1⊕H2 for whichS= SΞ can be decomposed

S( f +g) = SΦ( f )+SΨ (g), ∀ f ∈H1, ∀g∈H2, (5.13)

whereΦ andΨ are frames forH1 andH2, e.g., the sequences

Φ ∪Ψ , Φ⊕Ψ , Φ +̂Ψ . (5.14)

(a) Show thatΞ is a frame forH1⊕H2, with frame bounds

A= min{AΦ ,AΨ}, B= max{BΦ ,BΨ}.

In particular, this implies thatunions, direct sumsand sumsof normalised tight
frames are again normalised tight frames.
(b) Show that (5.13) is equivalent to

S−1( f +g) = S−1
Φ ( f )+S−1

Ψ (g), ∀ f +g∈ Ξ . (5.15)

For the choices (5.14), this gives

(Φ ∪Ψ)˜= Φ̃ ∪Ψ̃ , (Φ⊕Ψ)˜= Φ̃⊕Ψ̃ , (Φ +̂Ψ)˜= Φ̃ +̂Ψ̃ .

5.5.Show that a finite frame( f j) j∈J is a simple lift if and only if

∑
j

f j 6= 0, 〈∑
j

f j , fk〉=C, ∀k.





Chapter 6
Variational characterisations of tight frames

If ( f j) j∈J is a finite tight frame forH , then (see Proposition 2.1)

∑
j∈J

∑
k∈J

|〈 f j , fk〉|2 =
1
d

(

∑
j∈J
〈 f j , f j〉

)2
, d = dim(H ). (6.1)

For a general finite frame, this becomes an inequality, withequality if and only if
the frame istight. Thus (6.1) characterises finite tight frames.

Important instances (for unit vectors) include Welch boundequality sequences,
minimisers of the frame potential, spherical half–designsof order 2, and spherical
(1,1)–designs.

6.1 Welch bound equality sequences

Let f1, . . . , fn ben≥ d unit vectors inCd (signals of unit energy). Then

F ( f1, . . . , fn) :=
n

∑
j=1

n

∑
k=1

|〈 f j , fk〉|2≥
n2

d
, (6.2)

which is known as theWelch bound, after [Wel74], which used (6.2) to prove

max
j 6=k
|〈 f j , fk〉|2≥

n2/d−n
n2−n

=
n−d

d(n−1)
. (6.3)

Each gives a lower bound on how small thecross–correlationof a set of signals
of unit energy can be, i.e., how “spread out” the signals are.Unit vectors f1, . . . , fn
which give equality in (6.2) are calledWBE sequences(Welch bound equality
sequences), see, e.g., [MM93] where they are used for CDMA (code division mul-
tiple access) systems. Equality in the Welch bound is the same as the equality (6.1).

113
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6.2 The variational characterisation

The following extends the Welch bound and frame potential results (see§6.3) to the
case where the vectors may have arbitrary lengths (also see Exer. 6.1).

Theorem 6.1.Let f1, . . . , fn be vectors inH , not all zero, and d= dim(H ). Then

n

∑
j=1

n

∑
k=1

|〈 f j , fk〉|2≥
1
d

( n

∑
j=1
‖ f j‖2

)2
, (6.4)

with equality if and only if( f j)
n
j=1 is a tight frame forH .

Proof. Let V = [ f j ]. We recall from (2.7) that the frame operatorS=VV∗ satisfies

trace(S) = ∑
j
‖ f j‖2, trace(S2) = ∑

j
∑
k

|〈 f j , fk〉|2.

SinceS= VV∗ is positive definite, it is unitarily diagonalisable with eigenvalues
λ1, . . . ,λd ≥ 0. By the Cauchy–Schwarz inequality

trace(S)2 = (∑
j

λ j)
2 = 〈(1),(λ j)〉2≤ ‖(1)‖2‖(λ j)‖2 = d∑

j
λ 2

j = d trace(S2),

which is (6.4), with equality if and only ifλ j = A, ∀ j, A> 0 i.e.,

S= AIH ⇐⇒ ( f j) is a tight frame forH .

Note above, since one of the vectors( f j) is nonzero,S 6= 0, and soA 6= 0. ⊓⊔

Example 6.1.If all the vectorsf j have unit norm, then (6.1) reduces to the Welch
bound (6.2), i.e.,

n

∑
j=1

n

∑
k=1

|〈 f j , fk〉|2≥
1
d

( n

∑
j=1

12
)2

=
n2

d
.

Example 6.2.The corresponding generalisation of the Welch bound (6.3) is

max
j 6=k
|〈 f j , fk〉|2≥

(∑ℓ ‖ fℓ‖2)2/d−∑ℓ ‖ fℓ‖4
n2−n

> 0.

The tightness of a finite frame can be determined from the absolute values of the
entries of its Gramian:

The vectors( f j)
n
j=1 are a tight frame forH , d = dim(H ), if and only if

n

∑
j=1

n

∑
k=1

|〈 f j , fk〉|2 =
1
d

( n

∑
j=1
‖ f j‖2

)2
> 0. (6.5)
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6.3 The frame potential

Let S= { f ∈H : ‖ f‖= 1} be the unit sphere inH , d = dim(H ). The function

FP :Sn→ [0,∞) : ( f j)
n
j=1 7→F ( f1, . . . , fn) =

n

∑
j=1

n

∑
k=1

|〈 f j , fk〉|2 (6.6)

of (6.2) was called theframe potential by Fickus (see [Fic01]) who derived it from
a frame force(see§6.14). We recall that unit norm tight frames exist (Example 2.4).
Since a tight frame forH is a spanning set (which must have at leastd elements),
Theorem 6.1 implies that forn≥ d the minimum of the frame force isn

2

d , which is
attained precisely for unit norm tight frames Forn< d the minimum ofn is attained
when( f j) is a (nonspanning) orthonormal sequence (see Exer. 6.5). Insummary:

Theorem 6.2.([BF03]). Let Φ = ( f j)
n
j=1 be n unit vectors inH , d = dim(H ).

Then the frame potential is bounded below by

FP(Φ)≥max{n2

d
,n}

with equality (a minimum) if and only if either

(a) Φ is a unit norm tight frame (and hence n≥ d), or
(b) Φ is a nonspanning orthonormal sequence (and hence n< d).

A careful analysis of the Lagrange multiplier equations (see§6.15) shows that all
local minimisers of the frame potential give the global minimum. This is in contrast
with many other well known potentials, e.g., the Coulomb electrostatic potential,
which do not have this property.

In view of (6.4), anormalised frame potential F̂P :H n \{0} → [0,∞) can be
defined (see Exer. 6.6) on sequences of vectors which are not all zero by

1
d
≤ F̂P( f1, . . . , fn) :=

∑n
j=1 ∑n

k=1 |〈 f j , fk〉|2
(

∑n
j=1‖ f j‖2

)2 ≤ 1. (6.7)

This leads to the following extension of Theorem 6.2.

Theorem 6.3.([Wal03]). For n ≥ d = dim(H ) the normalised frame potential
F̂P( f1, . . . , fn) attains its minimum of1d if and only if ( f j)

n
j=1 is a tight frame for

H , and its maximum of1 if and only ifspan( f j)
n
j=1 is 1–dimensional.

Thus the distance of the normalised frame potential from1
d gives a scaling inde-

pendent way of measuring how far from being tight it is (also see the discussion of
§3.8). In particular, sequences of vectors which do not spanFd are far from tight,
since

F̂P( f1, . . . , fn)≥
1

dim(span1≤ j≤n{ f j})
.



116 6 Variational characterisations of tight frames

6.4 Sphericalt-designs and the Waring formula

We now outline some of the basic results about cubature on thesphere inRd, and its
relationship to tight frames. These are proved, together with the analogous results
for the complex sphere, in§6.8. Let Homj(R

d) be the homogeneous polynomials of
total degreej in d real variables.

Definition 6.1. A finite subsetΦ of the unit sphereS in Rd is a (real) spherical
t–designif the normalised surface integral satisfies

∫

S
f dσ =

1
|Φ | ∑

φ∈Φ
f (φ), ∀ f ∈ Homj(R

d), 0≤ j ≤ t,

and it is a (real) spherical half–design1 of ordert if

∫

S
f dσ =

1
|Φ | ∑

φ∈Φ
f (φ), ∀ f ∈ Homt(R

d).

Spherical designs have been studied since the 1970’s (see [DGS77] and [BB09]).
Their existence for everyt (andd≥ 2) was proved by [SZ84] (see Theorem 6.5).

Example 6.3.The 12 vertices of theregular icosahedrongive a spherical 5–design.

Example 6.4.Then equally spaced vectors inR2 are a spherical(n−1)–design, and
then= t +1 equally spaced lines inR2 give a spherical half design of order 2t.

The following simple observations are very useful (and illuminating).

• If f ∈ Homj(R
d), theng = ‖ · ‖2 f ∈ Homj+2, and the restriction off andg to

the sphereS are equal. Thus ifΦ is a spherical half–design of ordert, then it is
also a spherical half–design of ordert−2, t−4, . . ..

• For j odd, everyf ∈Homj(R
d) is an odd function, and so has zero integral. Thus

if Φ is centrally symmetric, i.e, Φ = −Φ , then it is a spherical half–design of
order 1,3,5, . . ..

For t even, a setΦ = {φ1, . . . ,φn} of unit vectors inRd is a spherical half–design
of ordert if and only if it satisfies the so calledWaring formula

〈x,x〉t/2 =
d(d+2) · · ·(d+ t−2)

1·3·5· · ·(t−1)
1
n

n

∑
j=1
〈x,φ j〉t , ∀x∈ Rd, (6.8)

or, equivalently (see [Sid74], [GS79], [Sei01])

n

∑
j=1

n

∑
k=1

〈φ j ,φk〉t = n2 1·3·5· · ·(t−1)
d(d+2) · · ·(d+ t−2)

. (6.9)

1 There is some variation of terminology in the literature, e.g.,Seidel [Sei01] refers to a spherical
half–design of ordert as a “sphericalt–design”. Sphericalt–designs whose number of vectors
satisfy the lower bounds of [DGS77] are said to betight (see [BBHS10] for a classification).
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For t = 2, these become

‖x‖2 = d
n

n

∑
j=1
|〈x,φ j〉|2, ∀x∈ Rd,

n

∑
j=1

n

∑
k=1

〈φ j ,φk〉2 =
n2

d
, (6.10)

i.e.,Φ is a tight frame by definition, and by equality in (6.4), respectively.

A spherical half–design of order 2 is precisely a tight frameof distinct unit
vectors inRd (equivalently, a WBE sequence of distinct vectors).

We now consider the relationship between tight frames and spherical 2–designs.

Proposition 6.1.A setΦ := {φ1, . . .φn} of unit vectors inRd is a spherical2–design
if and only if it is a balanced tight frame, i.e.,

n

∑
j=1

φ j = 0,
n

∑
j=1

n

∑
k=1

〈φ j ,φk〉2 =
n2

d
. (6.11)

Moreover, such aΦ is also a3–design if it is centrally symmetric.

Proof. The second condition in (6.11) ensures thatΦ is spherical half–design of
order 2 (and hence 0). It therefore remains to add to this a condition which ensures
Φ is is spherical half–design of order 1. Since the homogeneous polynomials of
degree 1 have zero integral, and are spanned bypy := 〈·,y〉, y∈Rd, the condition is

0=
∫

pydσ =
1
n

n

∑
j=1

py(φ j) =
1
n

n

∑
j=1
〈φ j ,y〉=

1
n
〈

n

∑
j=1

φ j ,y〉, ∀y∈ Rd,

i.e., ∑ j φ j = 0. We already observed that ifΦ is centrally symmetric, then it is a
spherical half design of ordert = 1,3,5, . . .. ⊓⊔

6.5 Other characterisations of sphericalt–designs

The description of homogeneous polynomials on the sphere (and their integrals) is
intimately related to the harmonic polynomials (see§16.5 for details). From this
connection come various characterisations of sphericalt–designs, which we briefly
consider. Each homogeneous polynomialf ∈ Homt(R

d) = Π ◦t (Rd) can be written
uniquely

f (x) = ∑
0≤ j≤ t

2

‖x‖2 j ft−2 j(x), ft−2 j ∈ Harmt−2 j(R
d), (6.12)

where Harmk(R
d) = Hk(R

d) are the harmonic polynomials of degreek. Since the
harmonic polynomials of different degrees are orthogonal with respect to the inner
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product given by the normalised surface measureσ onS, integratingf gives

∫

S
f dσ = ∑

0≤ j≤ t
2

∫

S
ft−2 j dσ =

{

0, t is odd;

f0, t is even.

ThereforeΦ = {φ j} is sphericalt–design if and only if

∑ j f (φ j) = 0, ∀ f ∈ Harmℓ(R
d), 1≤ ℓ≤ t, (6.13)

and is a spherical half–design of ordert if and only if

∑ j f (φ j) = 0, ∀ f ∈ Harmℓ(R
d), ℓ= t, t−2, . . . (ℓ≥ 1). (6.14)

A setΦ satisfying (6.14) for forℓ= t, i.e.,∑ j f (φ j) = 0, f ∈Harmt(R
d), is called

aspherical design of harmonic index t(see [BOT15]).
By using basic properties of reproducing kernels (see§16.3,§16.4 for details),

[SW09] have converted the condition (6.13) into a variational characterisation of
sphericalt–designs similar to that of Theorem 6.2.

Theorem 6.4.([SW09]) For eachℓ, let K(d)
ℓ (〈x,y〉) be a positive scalar multiple of

the reproducing kernel forHarmℓ(R
d), Φ = {φ j}nj=1 , and define At : Sn→ R by

At(Φ) :=
t

∑
ℓ=1

n

∑
j=1

n

∑
k=1

K(d)
ℓ (〈φ j ,φk〉). (6.15)

Then At(Φ)≥ 0 andΦ is a spherical t–design if and only if At(Φ) = 0.

Proof. Let (Y(ℓ)
s ) be an orthonormal basis forHℓ(R

d). Then Proposition 16.3 gives

K(d)
ℓ (〈x,y〉) = cℓ∑

s
Y(ℓ)

s (x)Y(ℓ)
s (y), cℓ > 0,

and we compute

At(Φ) =
t

∑
ℓ=1

n

∑
j=1

n

∑
k=1

cℓ∑
s

Y(ℓ)
s (φ j)Y

(ℓ)
s (φk) =

t

∑
ℓ=1

cℓ∑
s

(
n

∑
j=1

Y(ℓ)
s (φ j)

)(
n

∑
k=1

Y(ℓ)
s (φk)

)

=
t

∑
ℓ=1

cℓ∑
s

(
n

∑
j=1

Y(ℓ)
s (φ j)

)2

≥ 0.

Clearly, there is equality above if and only if

∑ j Y
(ℓ)
s (φ j) = 0, ∀s, 1≤ ℓ≤ t,
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i.e., by (6.13),Φ is a sphericalt–design. ⊓⊔

Example 6.5.By (16.22),K(d)
ℓ is a multiple of theGegenbauer polynomial C

( d−2
2 )

ℓ .

By (16.40), we may takeK(d)
1 (z) = zandK(d)

2 (z) = dz2−1, which gives

A2(Φ) = ∑
j
∑
k

〈φ j ,φk〉+∑
j
∑
k

(
d〈φ j ,φk〉2−1

)

= ‖∑
j

φ j‖2+d

(

∑
j
∑
k

〈φ j ,φk〉2−
n2

d

)

.

This is clearly minimised, i.e., gives a spherical 2–design, if and only if (6.11) holds.

Example 6.6.Restricting the sum in (6.15) toℓ= t, t−2, . . . (ℓ≥ 1) and toℓ= t gives
a nonnegative functionalBt(Φ) for which Bt(Φ) = 0 if and only if Φ is a spherical
half–design of ordert and a spherical design of harmonic indext, respectively.

6.6 The existence of cubature formulas

Sphericalt–designsΦ = {φ j}nj=1 and their variants are examples ofcubature rules.
Their existence (without any estimate ofn) is guaranteed by the following result:

Theorem 6.5.([SZ84]) Let X be a path–connected topological space, andµ be
a finite (positive) measure on X, defined on the open sets, withfull support, i.e.,
µ(U)> 0 for every nonempty open set U⊂ X. For a continuous integrable function
f : X→ Rm, there exists a finite set of samples A⊂ X for which

1
µ(X)

∫

X
f dµ =

1
|A| ∑a∈A

f (a).

Here|A|, the size of A, can be any number with a finite number of exceptions.

This is a generalisation of the integral form of the mean value theorem.

Example 6.7.Let f = ( f1, . . . , fm). For µ = σ the normalised surface area onS,
choosing{ f1, . . . , fm} to be a spanning set for Homt(Rd) gives the existence of a
spherical half–design of ordert (equal weight cubature rule forΠ ◦t (Rd)).

Similarly, by choosing a spanning set for the space of functions integrated by the
cubature rule, one has

Sphericalt–designs, spherical half–designs of ordert and spherical designs of
harmonic indext exist, for all values oft.

The construction of such designs (cubature rules) with small numbers of points
(and estimates the smallest number of points) is a subject ofongoing interest.
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6.7 Tight frames of symmetric tensors

Here we extend (6.4) to an inequality, for which equality gives a tight frame for
the symmetric tensors in⊗tH := H ⊗·· ·⊗H (t times), and a cubature rule for
integration of certain homogeneous polynomials on the sphere (see§6.8).

For simplicity, we follow the development of§6.2 as closely as possible. Thus
we define thesymmetric tensorsof rankt to be the subspace of⊗tH given by

Symt(H ) := span{v⊗t : v∈H }, v⊗t := v⊗·· ·⊗v (t times).

This Hilbert space has dimension

dim(Symt(H )) =

(
t +d−1

t

)

, d = dim(H ), (6.16)

and we recall (see§5.6) that its inner product satisfies

〈v⊗t ,w⊗t〉= 〈v,w〉t , ∀v,w∈H . (6.17)

The dual space(Symt(H ))∗=Symt(H ∗) contains〈·,v〉⊗t , v∈H , and its inner
product is given by

〈〈·,v〉⊗t ,〈·,w〉⊗t〉= 〈w,v〉t , ∀v,w∈H . (6.18)

There is a vector space isomorphism between Symt(H ∗) and the spaceLt(H ,F)
of symmetric t–linear maps from H t → F which is given by

λ⊗t 7→ L, (λ ∈H
∗) L(v1, . . . ,vt) := λ (v1) · · ·λ (vt).

We define the space ofhomogeneous polynomialsonH of degreet to be

Π ◦t (H ) := {L̂ : L ∈Lt(H ,F)}, L̂ : H → F, L̂(v) := L(v, . . . ,v).

The mapL 7→ L̂ above gives a vector space isomorphismLt(H ,F)→Π ◦t (H ).
The inner product onΠ ◦t (H ) induced from that on(Symt(H ))∗ via the above

isomorphisms is theapolar (or Bombieri or Fisher) inner product, which is given
by

〈〈·,v〉t ,〈·,w〉t〉◦ := 〈〈·,v〉⊗t ,〈·,w〉⊗t〉= 〈w,v〉t . (6.19)

It follows from (6.19) that the apolar inner product satisfies

〈p,〈·,w〉t〉◦ = p(w), ∀p∈Π ◦t (H ), ∀w∈H , (6.20)

i.e., 〈·,w〉t is the Riesz representer of point evaluation atw. With g̃(z) := g(z), the
apolar inner product is given by (see Exer. 6.17)
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〈 f ,g〉◦ =
1
t!
( f (D)g̃)(0) =

1
t! ∑
|α |=t

Dα f (0)
α!

Dαg(0), ∀ f ,g∈Π ◦t (Fd). (6.21)

In particular, the monomials{zα}|α |=t are orthogonal with〈zα ,zα〉◦ = α!
|α |! .

Theorem 6.6.Fix t ∈ {1,2, . . .}. Let f1, . . . , fn be vectors inH , not all zero. Then

n

∑
j=1

n

∑
k=1

|〈 f j , fk〉|2t ≥ 1
(t+d−1

t

)

( n

∑
j=1
‖ f j‖2t

)2
, (6.22)

with equality precisely when any of the equivalent conditions holds

(a) ( f⊗t
j )n

j=1 is a tight frame for the symmetric tensorsSymt(H ).
(b) (〈·, f j〉⊗t)n

j=1 is a tight frame for(Symt(H ))∗ = Symt(H ∗).
(c) (〈·, f j〉t)n

j=1 is a tight frame forΠ ◦t (H ) with the apolar inner product(6.19).

Proof. Firstly, we observe that( f⊗t
j )n

j=1 is a sequence of vectors in Symt(H ) which
are not all zero, sincev⊗t is zero if and only ifv= 0.

Thus we may apply Theorem 6.1, using (6.16), to obtain

n

∑
j=1

n

∑
k=1

|〈 f⊗t
j , f⊗t

k 〉|2≥
1

(t+d−1
t

)

( n

∑
j=1
‖ f⊗t

j ‖2
)2

,

with equality if and only if (a) holds. By (6.17), the equation above equals (6.22).
A similar argument, using (6.18) and (6.19) in place of (6.17), gives (b) and (c),
respectively. ⊓⊔

A simple calculation (Exer. 6.15) shows that equality in (6.22) is also equivalent
to the followinggeneralised PlancherelandBessel identities(also see Theorem 6.7)

〈x,y〉t =
(d+t−1

t

)

∑n
ℓ=1‖ fℓ‖2t

n

∑
j=1
〈x, f j〉t〈 f j ,y〉t , ∀x,y∈H , (6.23)

‖x‖2t =

(d+t−1
t

)

∑n
ℓ=1‖ fℓ‖2t

n

∑
j=1
|〈x, f j〉|2t , ∀x∈H . (6.24)

Example 6.8.For t = 1, Theorem 6.22 says that( f j)
n
j=1 is a tight frame forH if

and only if (〈·, f j〉)n
j=1 is a tight frame for its dualH ∗, or, equivalently, for the

homogeneous linear polynomialsΠ ◦1 (H ) (with the apolar inner product), and that
each of these are equivalent to the variational condition (6.5).

For t > 1, the existence vectors( f j) giving equality in (6.22) is not immediately
obvious (the frames given Theorem 6.6 have a special form). We now investigate
this question by showing that (6.22) is equivalent to certain cubature rules.
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6.8 Cubature on the real and complex spheres

Here we will show that equality in (6.22) is closely related to cubature formulas for
the integrals of certain homogeneous polynomials over the complex sphere. Further,
if H is a real Hilbert space andt > 1, then it turns out that equality in (6.22) can
never be attained. In this case, there is a sharper inequality (Theorem 6.7) for which
equality corresponds to cubature formulas for the real sphere.

For simplicity, we suppose thatH = Fd, and use standard multi-index notation,
e.g.,(x)α denotes the multivariate Pochhammer symbol. Letσ be the normalised
surface area measure on the real or complex unit sphereS. ForH =Cd the integrals
of the monomials inz= (z1, . . . ,zd) andz= (z1, . . . ,zd) over the unit sphere are

∫

S
zαzβ dσ(z) = 0, α 6= β ,

∫

S
|zα |2dσ(z) =

(d−1)!α!
(d−1+ |α|)! . (6.25)

ForH = Rd the integrals of the monomials inx= (x1, . . . ,xd) are

∫

S
xα dσ(x) = 0, α 6∈ (2Z)d,

∫

S
x2α dσ(x) =

(1
2)α

(d
2)|α |

. (6.26)

Of interest here is the space of polynomialsFd→ F

Π ◦t,t(Fd) = Hom(t, t) := span{z 7→ zαzβ : |α|= |β |= t}, (6.27)

which are homogeneous of degreet in zand inz. Equivalently (see Exer. 6.17)

Π ◦t,t(Fd) = span{z 7→ |〈z,v〉|2t : v∈ Fd}. (6.28)

We noteΠ ◦t,t(Rd) = Π ◦2t(R
d). Recall that a homogeneous polynomialf of degree 2t

is uniquely determined by its values onS by f (x) = ‖x‖2t f (x/‖x‖), x 6= 0.

Definition 6.2. A sequence( f j)
n
j=1 of vectors inH is acubature rule for a space

P of homogeneous polynomials of degree 2t, such asΠ ◦t,t(H ), if

∫

S
p(x)dσ(x) =

1

∑k‖ fk‖2t

n

∑
j=1

p( f j) =
n

∑
j=1
f j 6=0

‖ f j‖2t

∑k‖ fk‖2t p(
f j

‖ f j‖
), ∀p∈ P.

A cubature rule for which the vectors( f j) have equal norms gives anunweighted
cubature rule for the integration ofP overS. By Theorem 6.5, these exist (take the
coordinates off to be the real and imaginary parts of a basis forP).

Let ct = ct(d,F) denote the integral of the monomialz 7→ |z1|2t = (z1z1)
t overS.

From (6.25) and (6.26), we have

ct(d,C) =
1

(d+t−1
t

) , ct(d,R) =
1·3·5· · ·(2t−1)

d(d+2) · · ·(d+2(t−1))
.
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The invariance of surface area measure under unitary maps implies
∫

S
|〈x,y〉|2t dσ(y) = ‖x‖2tct(d,F), ∀x∈H . (6.29)

Denote the restriction of a polynomial spaceP to the unit sphere byP(S).

Theorem 6.7.Fix t ∈ {1,2, . . .}. Let f1, . . . , fn be vectors inH = Fd, not all zero.
Then

n

∑
j=1

n

∑
k=1

|〈 f j , fk〉|2t ≥ ct(d,F)
( n

∑
ℓ=1

‖ fℓ‖2t
)2

, (6.30)

with equality when any of the following equivalent conditions hold

(a) The generalised Bessel identity

ct(d,F)‖x‖2t =
1

∑n
ℓ=1‖ fℓ‖2t

n

∑
j=1
|〈x, f j〉|2t , ∀x∈H . (6.31)

(b) The generalised Plancherel identity

ct(d,F)〈x,y〉t =
1

∑n
ℓ=1‖ fℓ‖2t

n

∑
j=1
〈x, f j〉t〈 f j ,y〉t , ∀x,y∈ Fd. (6.32)

(c) The cubature rule forΠt,t(H )

∫

S
p(x)dσ(x) =

1

∑n
ℓ=1‖ fℓ‖2t

n

∑
j=1

p( f j), ∀p∈Π ◦t,t(H ), (6.33)

or, equivalently, forΠt,t(S)

∫

S
p(x)dσ(x) =

n

∑
j=1
f j 6=0

‖ f j‖2t

∑n
ℓ=1‖ fℓ‖2t p(

f j

‖ f j‖
), ∀p∈Π ◦t,t(S). (6.34)

(d) The tensor product integration formula

∫

S
x⊗t ⊗x⊗t dσ(x) =

1

∑n
ℓ=1‖ fℓ‖2t

n

∑
j=1

f⊗t
j ⊗ f j

⊗t
. (6.35)

(e) The integration formula

∫

S
〈·,x⊗t〉x⊗t dσ(x) =

1

∑n
ℓ=1‖ fℓ‖2t

n

∑
j=1
〈·, f⊗t

j 〉 f⊗t
j . (6.36)

(f) For all univariate polynomials g∈Πt(R), we have
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∫

S

∫

S
g
(
|〈x,y〉|2

)
dσ(y)dσ(x) =

n

∑
j=1
f j 6=0

n

∑
k=1
fk 6=0

‖ f j‖2t‖ fk‖2t

(∑ℓ ‖ fℓ‖2t)2 g
(
|〈 f j

‖ f j‖
,

fk
‖ fk‖
〉|2
)
.

(6.37)

Proof. Let C := ∑n
ℓ=1‖ fℓ‖2t . Define a tensorξ ∈ Symt(H )⊗Symt(H ) and a self

adjoint operatorQ on Symt(H ) by

ξ :=
∫

S
x⊗t ⊗x⊗t dσ(x)− 1

C

n

∑
j=1

f⊗t
j ⊗ f j

⊗t
,

Q :=
∫

S
〈·,x⊗t〉x⊗t dσ(x)− 1

C

n

∑
j=1
〈·, f⊗t

j 〉 f⊗t
j .

Equip Symt(H )⊗Symt(H ) with the apolar inner product, and the space of linear
operators on Symt(H ) with the Frobenius inner product. Then (see Exer. 6.16) a
simple calculation using (6.17) and (6.29) shows that

〈ξ ,ξ 〉◦ = 〈Q,Q〉F =
1

C2 ∑
j
∑
k

|〈 f j , fk〉|2t −ct(d,F)≥ 0,

which is (6.30). Moreover, equality in (6.30) is equivalentto (d) or to (e). By the
polarisation identity and (6.18), (a) and (b) are equivalent.

We now complete the proof by showing

(d) =⇒ (c) =⇒ (a),(f) =⇒ equality in (6.30).

(d)=⇒(c): Expandx⊗t ⊗x⊗t in terms of the coordinates ofx. Since

x⊗t =
d

∑
k1=1

xk1ek1⊗·· ·⊗
d

∑
kt=1

xkt ekt = ∑
k∈{1,...,d}t

pk(x)ηk,

pk(x) := xk1xk2 · · ·xkt , ηk := ek1⊗ek2⊗·· ·⊗ekt ,

we obtain
x⊗t ⊗x⊗t = ∑

k,ℓ

pk(x)pℓ(x)ηk⊗ηℓ.

Thus (d) can be written as

∫

S
∑
k,ℓ

pk(x)pℓ(x)ηk⊗ηℓdσ(x) =
1
C

n

∑
j=1

∑
k,ℓ

pk( f j)pℓ( f j)ηk⊗ηℓ.

Since the tensorsηk⊗ηℓ are linearly independent, equating their coefficients gives
the cubature rule for all the polynomialsx 7→ pk(x)pℓ(x), and hence forΠ ◦t,t(H ).
(c)=⇒(a): Let p= |〈x, ·〉|2t ∈Π ◦t,t(Fd) in (6.33) and use (6.29) to obtain
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ct(d,F)‖x‖2t =
∫

S
|〈x,y〉|2t dσ(y) =

1
C ∑

j
|〈x, f j〉|2t .

(c)=⇒(f): Let p= ‖ · ‖2(t−s)|〈x, ·〉|2s∈Π ◦t,t , 0≤ s≤ t in (6.34) to get

∫

S
|〈x,y〉|2sdσ(y) = ∑

k

‖ fk‖2t

C
|〈x, fk
‖ fk‖
〉|2s.

For x∈ S, |〈x, fk
‖ fk‖ 〉|

2s = ‖x‖2(t−s)|〈x, fk
‖ fk‖ 〉|

2s, and so using (6.34) again gives

∫

S

∫

S
|〈x,y〉|2sdσ(y)dσ(x) = ∑

j

‖ f j‖2t

C ∑
k

‖ fk‖2t

C
|〈 f j

‖ f j‖
,

fk
‖ fk‖
〉|2s.

Thus (6.37) holds for the monomials(·)s, 0≤ s≤ t, and hence forΠt(R).
(a)=⇒ equality in (6.30): Takex= fk in (a) then sum overk to obtain the required
equality

ct(d,F)‖ fk‖2t =
1
C ∑

j
|〈 fk, f j〉|2t ,

ct(d,F)C= ct(d,F)∑
k

‖ fk‖2t =
1
C ∑

k
∑

j
|〈 fk, f j〉|2t .

(f)=⇒ equality in (6.30): Takeg= (·)t in (f) to obtain the desired equality

ct(d,F) =
∫

S

∫

S
|〈x,y〉|2t dσ(y)dσ(x) =

n

∑
j=1
f j 6=0

n

∑
k=1
fk 6=0

‖ f j‖2t‖ fk‖2t

(∑ℓ ‖ fℓ‖2t)2 |〈
f j

‖ f j‖
,

fk
‖ fk‖
〉|2t

=
1

C2 ∑
j
∑
k

|〈 f j , fk〉|2t .

⊓⊔

Example 6.9.Forunit vectors( f j) in Rd, (c) reduces to the definition for a spherical
half–design of order 2t. The condition (a) is the Waring formula (6.8), and equality
in (6.30) is the condition (6.9).

Sincect(d,R)≥ ct(d,C), with strict inequality fort,d > 1 (Exer. 6.9), we have:

Let f1, . . . , fn be vectors inH = Rd, not all zero. Then

n

∑
j=1

n

∑
k=1

|〈 f j , fk〉|2t ≥ 1·3·5· · ·(2t−1)
d(d+2) · · ·(d+2(t−1))

( n

∑
j=1
‖ f j‖2t

)2
, (6.38)

which is a sharper bound than (6.22) whent,d> 1. A sequence of unit vectors
giving equality in (6.38) is precisely a spherical half–design of order 2t.



126 6 Variational characterisations of tight frames

6.9 Spherical(t, t)–designs

We now give examples of sequences giving equality in Theorem6.7 (also see§6.13
and the numerical study of§6.16).

Definition 6.3. A nonzero sequence( f j) in Fd giving equality in Theorem 6.7, i.e.,

n

∑
j=1

n

∑
k=1

|〈 f j , fk〉|2t = ct(d,F)
( n

∑
ℓ=1

‖ fℓ‖2t
)2

, (6.39)

is called a (spherical) (t, t)–design2 for Fd.

Theorem 6.5 implies the (unweighted) cubature rules in Theorem 6.7 exist, i.e.,

For eacht ≥ 1, unit–norm spherical(t, t)–designs forFd always exist.
The art is in constructing those with asmallnumber of vectors.

Example 6.10.By Theorem 6.6, a unit–norm(t, t)–design(v j) for Cd (which always
exists) gives a unit–norm tight frame(v⊗t

j ) for Symt(Cd).

Example 6.11.For d ≥ 2 andt > 1, there is no tight frame(v⊗t
j ) for Symt(Rd). If

there was, then Theorem 6.1 gives

∑
j
∑
k

|〈v⊗t
j ,v⊗t

k 〉|2 = ∑
j
∑
k

|〈v j ,vk〉|2t =
1

(t+d−1
t

)

(

∑
j
‖v j‖2t

)2
,

which violates the sharpened Welch bound (6.38).

Example 6.12.The unit–norm(t, t)–designs forRd are the spherical half–designs of
order 2t (see§6.4 and Example 6.9).

Example 6.13.In view of (6.31), a(1,1)–design is precisely a tight frame forFd.

Example 6.14.Three equally spaced unit vectors inR2 are a(1,1)–design forF2.
Further, they are a(2,2)–design forR2, but not forC2, since

∑
j
∑
k

|〈 f j , fk〉|4 = 3+6(−1
2)

4 =
27
8
,

(

∑
ℓ

‖ fℓ‖4
)2

= 32 = 9,

c2(2,R) =
1·3
2·4 =

3
8
, c2(2,C) =

1
(2+2−1

2

) =
1
3
.

Example 6.15.There is a(3,3)–design of 40 unit vectors forC4 given by a highly
symmetric tight frame (see Exer. 6.12). It has the property that each given vector is
orthogonal to 12 others, and makes an angle1√

3
with 27 others.

2 ForH = Cd, these are also known ascomplext–designs
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Example 6.16.A SIC (see§2.11,§14.1), i.e., a set ofd2 unit vectors( f j) in Cd with

|〈 f j , fk〉|2 =
1

d+1
, j 6= k,

is a(2,2)–design ofd2 unit vectors forCd.

Example 6.17.A set ofd+1 MUBs (mutually unbiased bases) forCd (see§2.11),
i.e., orthogonal bases with

|〈 f ,g〉|= 1√
d
, f andg in different bases,

gives a(2,2)–design ofd(d+1) unit vectors forCd [KR04].

Example 6.18.Three MUBs forC2 give a(3,3)–design of six vectors forC2, e.g.,
one can take

{[1
0

]

,

[
0
1

]

,
1√
2

[
1
1

]

,
1√
2

[
1
−1

]

,
1√
2

[
1
i

]

,
1√
2

[
1
−i

]}

.

For a given(t, t)–design( f j), the cubature rule (6.34) can be written

∫

S
p(x)dσ(x) =

n

∑
j=1
f j 6=0

w j p(φ j), ∀p∈Π ◦t,t(S), (6.40)

where

φ j =
f j

‖ f j‖
, w j =

‖ f j‖2t

∑ℓ ‖ fℓ‖2t . (6.41)

Since‖ · ‖2(t−r)q∈Π ◦t,t(Fd), for q∈Π ◦r,r(Fd), 1≤ r ≤ t, we have

Π ◦r,r(S)⊂Π ◦t,t(S), 0≤ r ≤ t. (6.42)

Combining these observations gives:

Proposition 6.2.Fix t ≥ 1. If ( f j)
n
j=1 is a (t, t)–design forFd, then(‖ f j‖t/r−1 f j) is

an (r, r)–design forFd, 1≤ r ≤ t, i.e.,

n

∑
j=1

n

∑
k=1

|〈 f j , fk〉|2r‖ f j‖2(t−r)‖ fk‖2(t−r) = cr(d,F)
( n

∑
ℓ=1

‖ fℓ‖2t
)2

. (6.43)

Proof. Let g j := ‖ f j‖t/r−1 f j , q∈Π ◦r,r(S). Sincep := ‖ ·‖2(t−r)q∈Π ◦t,t(S), we have

n

∑
j=1

gj 6=0

‖g j‖2r

∑n
ℓ=1‖gℓ‖2r q(

g j

‖g j‖
) =

n

∑
j=1
f j 6=0

‖ f j‖2t

∑n
ℓ=1‖ fℓ‖2t p(

f j

‖ f j‖
) =

∫

S
pdσ =

∫

S
qdσ ,

and so, by (6.34),(g j) is an(r, r)–design. Substituting into (6.39) gives (6.43).⊓⊔
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In particular, we have:

A unit norm(t, t)–design forFd is an(r, r)–design, 1≤ r ≤ t.

If ( f j) is a(t, t)–design,t ≥ 1, then(‖ f j‖t−1 f j) is tight frame.

If the norms of( f j) are not all equal, then the properties (6.43) for 1≤ r ≤ t of a
(t, t)–design and the corresponding equivalent conditions givenby Theorem 6.7 are
most naturally described in terms ofweighted(t, t)-designs.

6.10 Weighted(t, t)–designs

Definition 6.4. Suppose thatΦ = (φ j)
n
j=1 are unit vectors inFd, andw = (w j)

n
j=1

satisfyw j ≥ 0, ∑ j w j = 1. Then(Φ ,w) is aweighted(spherical) (t, t)–design3 if

n

∑
j=1

n

∑
k=1

w jwk|〈φ j ,φk〉|2t = ct(d,F). (6.44)

There is a 1–1 correspondence between the(t, t)–designs( f j) and the
weighted(t, t)–designs(Φ ,w) given by (6.41).

In this terminology, Theorem 6.7 becomes:

Corollary 6.1. (Weighted version) LetΦ = (φ j)
n
j=1 be a sequence of unit vectors in

Fd, and w= (w j)
n
j=1 be nonnegative weights, i.e., wj ≥ 0, ∑ j w j = 1. Then

n

∑
j=1

n

∑
k=1

w jwk|〈φ j ,φk〉|2t ≥ ct(d,F), (6.45)

with equality if and only if(Φ ,w) is a weighted(t, t)–design, or, equivalently,

∫

S
p(x)dσ(x) =

n

∑
j=1

w j p(φ j), ∀p∈Π ◦t,t(S). (6.46)

If (Φ ,w) is a weighted(t, t)–design, then it is a weighted(r, r)–design,0≤ r ≤ t.

Proof. Make the substitution (6.41) in Theorem 6.7, and observe that (c) can be
written as (6.46). The last assertion follows from this and (6.42). ⊓⊔

3 These are also known asweighted spherical half–designsof ordert whenF= R (see [KP11]).
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Example 6.19.A weighted(t, t)–design(Φ ,w) satisfies

n

∑
j=1

n

∑
k=1

w jwk|〈φ j ,φk〉|2r = cr(d,F), 1≤ r ≤ t,

which is the weighted version of (6.43).

Substituting (6.41) into Theorem 6.7 gives a weighted version of each of the
equivalent conditions (see Exer. 6.18), e.g., condition (a) becomes

ct(d,F)‖x‖2t =
n

∑
j=1

w j |〈x,φ j〉|2t , ∀x∈ Fd,

or, equivalently
n

∑
j=1

w j |〈x,φ j〉|2t = ct(d,F), ∀x∈ S. (6.47)

6.11 Complex projectivet–designs

The equality (6.39) defining(t, t)–designs is invariant under multiplying the vectors
by unit scalars, and so(t, t)–designs can be extended to a projective setting.

This has been done not only forR andC, but also the quaterniansH and the
octoniansO (see [Hog82]). Thecomplex projective sphereCPd−1 can be viewed
variously as

• The complex sphereS(Cd) with pointsz andaz, |a|= 1 identified.
• The 1–dimensional subspaces ofCd (the complex lines through 0).
• The rank 1 orthogonal projections onCd.

The polynomials onS(Cd) which carry over to this space, i.e., those with

p(z) = p(az), ∀z, ∀a∈ F, |α|= 1

are precisely those inΠ ◦0,0(Fd)⊕Π ◦1,1(Fd)⊕Π ◦2,2(Fd) · · · . There is no notion of odd
polynomials on this space (see Exer. 6.25 for details).

We will take the elements ofCPd−1 to be rank one orthogonal projections. There
is a unique unitarily invariant probability measureµ on FPd−1 induced from the
area measureσ on the sphereS(Fd), via

∫

FPd−1
f (P)dµ(P) =

∫

F(Cd)
f (Px)dσ(x), (6.48)

wherePx = 〈·,x〉x denotes the rank one orthogonal projection onto span{x}, ‖x‖= 1.
The Frobenius inner product between rank one orthogonal projections is

〈Px,Py〉= trace(PxPy) = |〈x,y〉|2 ∈ R. (6.49)
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Definition 6.5. Let P = (Pj)
n
j=1 be rank one orthogonal projections onFd, and

w= (w j)
n
j=1 satisfyw j ≥ 0, ∑ j w j = 1. We say(P,w) is a (weighted) projective

(t, t)–design4 if
n

∑
j=1

n

∑
k=1

w jwk〈Pj ,Pk〉t = ct(d,F).

The (t, t)–designsΦ = ( f j) (up to multiplication by unit scalars) are in 1–1
correspondence with the projective(t, t)–designs(P,w), via

Pj =
1
‖ f j‖2

〈·, f j〉 f j , w j =
‖ f j‖2t

∑ℓ ‖ fℓ‖2t . (6.50)

This gives the projective version of Theorem 6.7 (see [RS07], cf. Corollary 6.1).

Corollary 6.2. (Projective version) LetP = (Pj)
n
j=1 be a sequence of rank one

orthogonal projections inFd, and w= (w j)
n
j=1 satisfy wj ≥ 0, ∑ j w j = 1. Then

n

∑
j=1

n

∑
k=1

w jwk〈Pj ,Pk〉t ≥ ct(d,F), (6.51)

with equality if and only if(P,w) is a projective(t, t)–design.
A projective(t, t)–design is a projective(r, r)–design,1≤ r ≤ t.

Proof. With Pj andw j given by (6.50), (6.49) gives

w jwk〈Pj ,Pk〉t =
‖ f j‖2t‖ fk‖2t

(∑ℓ ‖ fℓ‖2t)2

( |〈 f j , fk〉|2
‖ f j‖2‖ fk‖2

)t

=
|〈 f j , fk〉|2t

(∑ℓ ‖ fℓ‖2t)2 .

Thus, making the substitution (6.50) in Theorem 6.7 gives (6.51), with equality for
projective(t, t)–designs. The last part follows from Corollary 6.1 and (6.50). ⊓⊔

Other conditions equivalent to being a projective(t, t)–design can be obtained by
substituting (6.50) into Theorem 6.7, e.g., by using (6.49), condition (a) becomes

ct(d,F) =
n

∑
j=1

w j〈Q,Pj〉t , ∀Q∈ FPd−1. (6.52)

The condition (e) gives Levenshtein’s definition [Lev98] ofaweighted t–design

∫

FPd−1

∫

FPd−1
g
(
〈P,Q〉

)
dµ(P)dµ(Q) =

n

∑
j=1

n

∑
k=1

w jwk g
(
〈Pj ,Pk〉

)
, ∀g∈Πt(R).

(6.53)

4 Other terms such asweightedor quantum t–designare also commonly used.
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The condition (d) becomes

∫

FPd−1
P⊗t dµ(P) =

n

∑
j=1

w j P
⊗t
j . (6.54)

ForF= C, Schur’s lemma implies that the left–hand side of (6.54) is

∫

CPd−1
P⊗t dµ(P) =

1
(d+t−1

t

)Π (t)
sym,

whereΠ (t)
sym is the orthogonal projection of the tensors⊗tCd onto the symmetric

tensors Symt(Cd).
A naive numerical search (see [Bra11]) for(t, t)–designs inCd suggests that in

some cases, e.g.,t = 4, d = 4 andt = 3, d = 3, those with the minimal number of
vectors do not have constant weights. There are few known constructions of such
weighted(t, t)–designs. A very general construction is given in§6.13.

6.12 Isometric embeddings

The generalised Bessel identity (6.31) says that the linearmap

H = ℓ2(F
d)→ ℓ2t(F

n) : x 7→ (〈x, f j〉)n
j=1

is anisometric embedding, i.e., there is a constantC> 0 with

‖(〈x, f j〉)n
j=1‖ℓ2t =C‖x‖ℓ2, ∀x∈ ℓ2(F

d). (6.55)

Conversely, any such embedding corresponds (via the Riesz representation) to a
sequence of vectors( f j)

n
j=1 giving equality in (6.55). Further, isometric embeddings

ℓ2(F
d)→ ℓp(F

n) can exist only whenp= 2t (see [LS04] which considersF=R,C
and also the quaterniansH). Collecting these observations gives:

There is an isometric embeddingℓ2(F
d)→ ℓp(F

n) if and only if p = 2t and
there is a weighted(t, t)–design forFd.

We give a little more detail. Suppose thatg= (g1, . . . ,gn) : ℓ2(F
d)→ ℓ2t(F

n) is
an isometric embedding, i.e., a linear map with‖g(x)‖ℓ2t =C‖x‖, ∀x∈ ℓ2(F

d). By
the Riesz representation, the linear mapsx 7→ g j(x) have the formg j(x) = 〈x, f j〉,
where f j ∈ Fd. We compute

n

∑
j=1
|〈x, f j〉|2t = ‖g(x)‖2t

ℓ2t
= (C‖x‖)2t = c‖x‖2t .
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Integrating the above overx ∈ S, using (6.29), givesct(d,F)∑ℓ ‖ fℓ‖2t = c, and so
( f j) is a(t, t)–design by virtue of satisfying the generalised Bessel identity (6.31).

Example 6.20.The three equally spaced unit vectors(1,0),(−1
2,
√

3
2 ),(−1

2,
√

3
2 ) are

a (2,2)–design (4–design) forR2 and a(1,1)–design (tight frame) forF2, which
gives the isometric embeddings

g : ℓ2(R
2)→ ℓ4(R

3), g(x,y) =
(

x,−1
2

x+

√
3

2
y,−1

2
x−
√

3
2

y
)

,

g : ℓ2(F
2)→ ℓ2(F

3), g(z1,z2) =
(

z1,−
1
2

z1+

√
3

2
z2,−

1
2

z1−
√

3
2

z2

)

.

The corresponding generalised Bessel identities are

x4+
(

−1
2

x+

√
3

2
y
)4

+
(

−1
2

x−
√

3
2

y
)4

=
9
8
(x2+y2)2,

9
8
= 3c2(2,R),

|z1|2+
∣
∣
∣−1

2
z1+

√
3

2
z2

∣
∣
∣

2
+
∣
∣
∣−1

2
z1−
√

3
2

z2

∣
∣
∣

2
=

3
2
(|z1|2+ |z2|2),

3
2
= 3c1(2,F).

Example 6.21.The E. Lucas identity (1876)

6
( 4

∑
j=1

x2
j

)2
= ∑

1≤ j<k≤4

(x j +xk)
4+ ∑

1≤ j<k≤4

(x j −xk)
4,

is the generalised Bessel identity for the(2,2)–design of 12 vectors forR4 given by

{ej ±ek : 1≤ j < k≤ 4}.

Equivalently, it provides an isometric embeddingℓ2(R
4)→ ℓ4(R

12).

6.13 Weighted(2,2)–designs of orthonormal bases

We now give a very general construction of weighted(2,2)–designs (Theorem 6.8).
A special case is a construction ofd+1 MUBs inCd for d a prime power.

Let f : G→ H be a function between finite abelian groups with|G| ≤ |H|. The
equation

f (x+a)− f (x) = b (6.56)

has|G| solutions for(a,b) = (0,0). If f is linear, i.e., f (x) = mx, m∈ Z, then it has
|G| solutions forb= f (a). In view of this, we have the following notion of a highly
nonlinear function.
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Definition 6.6. We say a functionf : G→ H between finite abelian groups with
|G| ≤ |H| is (differentially ) 1–uniform5 if

f (x+a)− f (x) = b

has at most one solution for each(a,b) 6= (0,0).

Example 6.22.The functionsf : Z5→ Z6, g : Z5→ Z5 : x 7→ x2 given by

f (0) = 0, f (1) = 1, f (2) = 0, f (3) = 2, f (4) = 2,

g(0) = 0, g(1) = 1, g(2) = 4, g(3) = 4, g(4) = 1,

are 1–uniform.

We require some basic facts about the character groupĜ (see§11). These include:

• Ĝ is the group homomorphismsG→ C\{0} under pointwise multiplication.
• Different characters are orthogonal (as vectors inCG).
• Ĝ is isomorphic toG.

• ThePontryagin duality map(11.7) gives a canonical isomorphismG→ ˆ̂G.

Theorem 6.8.([RS07]) Let f : G→ H be1–uniform,|G| = d. Then there exists a
weighted(2,2)–design forCd = CG given by the|H|+1 orthonormal bases

B0 = (eg)g∈G, w0 =
1

d(d+1)
,

Bψ = (eψ
g )g∈G, wψ = w1 =

1
|H|(d+1)

, ψ ∈ Ĥ

where g7→ χg is an isomorphism G→ Ĝ, and

eψ
g :=

1√
d

∑
k∈G

χg(k)ψ( f (k))ek.

Proof. We verify that (6.44) holds fort = 2. Forφ j ,φk ∈B0, we have

∑
a∈G

∑
b∈G

w2
0|〈ea,eb〉|4 =

d
d2(d+1)2 =

1
d(d+1)2 ,

and forφ j ∈B0, φk ∈Bψ and vice versa, we have

2 ∑
ψ∈Ĥ

w0w1 ∑
a∈G

∑
b∈G

|〈ea,e
ψ
b 〉|4 =

2|H|
d(d+1)

1
|H|(d+1) ∑

k
∑
g

1
d2 =

2
d(d+1)2 .

5 The termsperfect nonlinearandmaximally nonlinearare also used whenH = G.
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We now consider the last caseφ j ∈Bψ , φk ∈Bξ . Expanding〈eψ
a ,e

ξ
b〉 gives

1
d
〈∑
k∈G

χa(k)ψ( f (k))ek, ∑
ℓ∈G

χb(ℓ)ξ ( f (ℓ))eℓ〉=
1
d ∑

k∈G

χa−b(k)(ψξ−1)( f (k)),

sinceξ = ξ−1 (inverse in the character group). Thus

|〈eψ
a ,e

ξ
b〉|4 =

1
d4 ∑

w,x,y,z∈G

χa−b(w+x−y−z)(ψξ−1)( f (w)+ f (x)− f (y)− f (z)),

and so∑b∈G ∑ξ∈Ĥ |〈e
ψ
a ,e

ξ
b〉|4 equals

1
d4 ∑

w,x,y,z∈G
∑

χ∈Ĝ

χ(w+x−y−z) ∑
ψ∈Ĥ

ψ( f (w)+ f (x)− f (y)− f (z)).

By Pontryagin duality, and the orthogonality of characters, the two inner sums are
nonzero if and only ifw+x−y−zand f (w)+ f (x)− f (y)− f (z) = 0, which occurs
d(2d−1) times (see Exer. 6.27), givingd|H| each time. Thus

∑
a

∑
ψ

∑
b

∑
ξ

w2
1|〈eψ

a ,e
ξ
b〉|4 =

1
d4 ∑

a∈G
∑
ψĤ

d(2d−1)d|H|
|H|2(d+1)2 =

2d−1
d(d+1)2 .

Finally, adding the three contributions gives

∑
j
∑
k

w jwk|〈 f j , fk〉|4 =
1

d(d+1)2

(
1+2+(2d−1)

)
=

2
d(d+1)

= c2(d,C),

as claimed. ⊓⊔

Example 6.23.(Maximal MUBs) LetG= H = Fd the finite field of orderd = pn, p
odd, e.g.,Fp =Zp. The following functionsf : G→G are 1–uniform (see [YCD06])

1. f (x) = x2,
2. f (x) = xpk+1, wheren/gcd(n,k) is odd,
3. f (x) = x(3

k+1)/2, wherep= 3, k is odd, gcd(n,k) = 1,
4. f (x) = x10−ux6−u2x2, wherep= 3, n is odd,u 6= 0.

These gived+1 MUBs (mutually unbiased bases) forCd. The first (which is special
case of the second) gives thed+1 MUBs forCd discussed in§12.19.

Example 6.24.Let d+1 be a prime power, andy be a generator forF∗d+1 (the multi-
plicative group for the field of orderd+1). Then the functionf :Zd→Zd+1 defined
by

f ( j) := y j ,

is 1–uniform (see Exer. 6.26), and we obtain a weighted(2,2)–design forCd that
consists ofd+2 orthonormal bases, i.e., hasn= d(d+2) elements.
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6.14 The frame force

Motivated by well distributed points on the sphere, e.g., then equally spaced vectors
inR2 and the vertices of the Platonic solids inR3, Fickus [Fic01] gave a central force
for which the equilibrium configurations are tight frames. He defined theframe
force betweenunit vectors inRd to be

FF(a,b) := 〈a,b〉(a−b), a,b∈ Rd, ‖a‖= ‖b‖= 1.

Since〈a,b〉= 1− ‖a−b‖2
2 for ‖a‖= ‖b‖= 1,

FF(a,b) = f (‖a−b‖)(a−b), f (x) := 1− x2

2
, (6.57)

which gives a so calledcentral forceonRd . The frame force between equal vectors
is zero, whereas many physical forces are only defined for distinct vectors, e.g., the
Coulomb forcebetween unit charges ata 6= b, given by

FC(a,b) :=
(a−b)
‖a−b‖3 , a,b∈ Rd.

For a central force onRd such as (6.57), thepotential betweena andb is

P(a,b) := p(‖a−b‖), where p′(x) =−x f(x),

so that
(∇P(·,b))(a) =− f (‖a−b‖)(a−b),

and thetotal potential for a sequence of vectors(x j)
n
j=1 in Rd is

∑
j

∑
k6= j

P(x j ,xk). (6.58)

For the frame force, the choicep(x) = x4

8 − x2

2 gives the potential

P(a,b) :=
‖a−b‖4

8
− ‖a−b‖2

2

=
1
2
(〈a,b〉2−1) (for ‖a‖= ‖b‖= 1),

and hence the total potential for unit vectorsx1, . . . ,xn in Rd

∑
j

∑
k6= j

P(x j ,xk) =
1
2 ∑

j
∑
k

〈x j ,xk〉2−
n
2
.

In this way, Fickus arrived at theframe potential (6.6) for unit vectors inFd.
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6.15 Local and global minimisers of the frame potential

The local minimisers of the frame potential (6.6) give a set of unit vectors which are
at equilibrium with respect to the frame force (see Exer. 6.28). Moreover, it turns
out these local minimisers are in fact global minimisers.

For f : Cd→R with f (x1+ iy1, . . . ,xd + iyd) a differentiable function of the real
variablesx1,y1, . . .xd,yd ∈R, define a gradient∇ f = 2(∂ 1 f , . . . ,∂ d f ) :Cd→Cd by

∇ f :=
( ∂

∂x j
f (x1+ iy1, . . . ,xd + iyd)+ i

∂
∂y j

f (x1+ iy1, . . . ,xd + iyd)
)d

j=1. (6.59)

Then for bothRd andCd, we have

∇(‖ · ‖2)(a) = 2a, ∇(|〈·,b〉|2)(a) = 2〈a,b〉b. (6.60)

The minimisation of the frame potential for unit vectors inFd = Rd or Cd can be
viewed as a constrained optimisation problem:

minimise ∑
j
∑
k

|〈v j ,vk〉|2 subject to ‖v1‖= · · ·= ‖vn‖= 1.

If (a1, . . . ,an) is a local minimiser, then eachaℓ is a local minimiser of

f (vℓ) := ∑
k6=ℓ

|〈vℓ,ak〉|2 subject to g(vℓ) := ‖vℓ‖2 = 1.

The critical points of this constrained optimisation ofn or 2n real variables are given
by Lagrange multipliers:∇ f (aℓ) = λ∇g(aℓ), which by (6.60) becomes

∑
k6=ℓ

〈aℓ,ak〉ak = λaℓ, λ = λℓ ∈ R.

Thus, eachaℓ is an eigenvector of the frame operatorS for (a j), i.e.,

Saℓ =
n

∑
k=1

〈aℓ,ak〉ak = (λℓ+‖aℓ‖2)aℓ, ℓ= 1, . . . ,n. (6.61)

Using this, we now show that local minimisers are global minimisers.

Theorem 6.9.([BF03]). LetS= S(H ) be the unit sphere inH , d= dim(H ). The
local minimisers of the frame potential

FP(v1, . . . ,vn) :=
n

∑
j=1

n

∑
k=1

|〈v j ,vk〉|2, v1, . . . ,vn ∈ S

are global minimisers, which in turn are tight frames forH (n≥ d), or nonspanning
orthonormal sequences (n< d). In particular, there exist equal norm tight frames of
n vectors inRd andCd, for all values of n≥ d.
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Proof. Let (a j) be a local minimiser of the frame potential onS, andSbe its frame
operator. We have seen, (6.61), that the Lagrange multiplier equations imply each
a j is an eigenvector ofS. Moreover, the eigenvalueλ is≥ 1, since

Saj = λa j =⇒ λ = λ 〈a j ,a j〉= 〈Saj ,a j〉 ≥ |〈a j ,a j〉|2 = 1.

Let λmax be the largest eigenvalue ofS. If λmax = 1, i.e., it is the only nonzero
eigenvalue, thenS= I on span(a j), and(a j) is an orthonormal basis for span(a j)
(see Exer. 2.4). Ifλmax is the only eigenvalue, i.e.,S= λmaxI , then(a j) is a tight
frame. Thus it reduces to showing thatScannot have a second nonzero eigenvalue
λ2 < λmax. We suppose that it does, and show that(a j) can be perturbed to obtain
(aε

j ) with a smaller frame potential, thereby giving a contradiction.
Let J be the subset of indicesj for which a j is a λmax–eigenvector, andu be a

λ2–eigenvector. Forε ∈ R sufficiently small, define

aε
j :=

{√

1− ε2|β j |2a j + εβ ju, j ∈ J;

a j , j 6∈ J

where theβ j ∈ C are to be chosen later. Then FP
(
(aε

j )
)

is aC∞–function ofε for
|ε | < 1/max(|β j |). Thus, we consider the asymptotic expansion given by the first
few terms of the Taylor series. By definition,

|〈aε
j ,a

ε
k〉|2 = |〈a j ,ak〉|2, j 6∈ J,k 6∈ J. (6.62)

SinceS is Hermitian, its eigenspaces are orthogonal to each other,so that

〈a j ,ak〉= 0, j ∈ J, k 6∈ J, 〈a j ,u〉= 0, j ∈ J.

and we obtain

|〈aε
j ,a

ε
k〉|2 = |〈a j ,ak〉|2+ ε2|β j |2|〈u,ak〉|2, j ∈ J, k 6∈ J. (6.63)

〈aε
j ,a

ε
k〉=

√

1− ε2|β j |2
√

1− ε2|βk|2〈a j ,ak〉+ ε2β jβk, j ∈ J, k∈ J.

Using the Taylor expansion

√

1− ε2|β j |2 = 1− 1
2

ε2|β j |2+O(ε4), ε → 0,

we expand the expression forj ∈ J, k∈ J, to obtain

〈aε
j ,a

ε
k〉= (1− 1

2
ε2(|β j |2+ |βk|2))〈a j ,ak〉+ ε2β jβk+O(ε4),

which gives
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|〈aε
j ,a

ε
k〉|2 = (1− ε2(|β j |2+ |βk|2))|〈a j ,ak〉|2+2ε2ℜ(〈a j ,ak〉β jβk)

+O(ε4), ε → 0, j ∈ J, k∈ J. (6.64)

Adding (6.62), (6.63) and (6.64) gives

FP
(
(aε

j )
)
= FP

(
(a j)

)
− ε2 ∑

j∈J
∑
k∈J

(|β j |2+ |βk|2))|〈a j ,ak〉|2

+2ε2 ∑
j∈J

∑
k∈J

ℜ(〈a j ,ak〉β jβk)+2ε2 ∑
j∈J

∑
k6∈J

|β j |2|〈u,ak〉|2+O(ε4).

Since the eigenspaces ofSare orthogonal, we have

∑
k∈J

|〈a j ,ak〉|2 = 〈Saj ,a j〉= λmax, j ∈ J, ∑
k6∈J

|〈u,ak〉|2 = 〈Su,u〉= λ2,

and so obtain

FP
(
(aε

j )
)
= FP

(
(a j)

)
−2ε2

(

∑
j∈J
|β j |2

)

(λmax−λ2)+2ε2‖∑
j∈J

β ja j‖2+O(ε4).

SinceS= λmaxI on theλmax–eigenspaceE = span{a j : j ∈ J}, the vectors(a j) j∈J

are a unit–norm tight frame forE with frame boundλmax, and so

λmax=
|J|

dim(E)
> λ2≥ 1.

Hence the vectors(a j) j∈J are linearly dependent, and there is(β j) j∈J 6= 0 with

∑ j∈J β ja j = 0, i.e.,(a j) j∈J and(β j) j∈J are mutually orthogonal. Thus

FP
(
(aε

j )
)
= FP

(
(a j)

)
−cε2+O(ε4), ε → 0,

wherec= 2(∑ j |β j |2)(λmax−λ2)> 0, which gives the desired contradiction. ⊓⊔
In the motivating caseH =Rd, these minimisers are at equilibrium with respect

to the frame force. Indeed, define theeffective frame force of b on a to be the
component of the frame force FF(a,b) of b ona which is orthogonal toa, i.e.,

EFF(a,b) = 〈a,b〉(a〈a,b〉−b),

and so the total effective frame force on each pointa j is zero (see Exer. 6.28), i.e.,

∑
k

EFF(a j ,ak) = 0.

Example 6.25.A sequence(a j) of points on the sphere is said beFF–critical
(frame force critical ) if eacha j is an eigenvector of the frame operator of(a j).
The minimisers of the frame force are FF–critical. A sequence is FF–critical if and
only if it is a union of equal–norm tight frames for orthogonal subspaces.
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6.16 The numerical construction of spherical(t, t)–designs

Let V = [vαβ ] = [v1, . . . ,vn], andp,g : Fd×n→ R be the homogeneous polynomials
given by

p(V) := ∑
j
∑
k

|〈v j ,vk〉|2t , g(V) := ∑
ℓ

‖vℓ‖2t . (6.65)

The spherical(t, t)–designs forFd are the nontrivial zeros of the nonnegative
homogeneous polynomial

f (V) := p(V)−ct(d,F
d)g(V)2 (6.66)

of degree 4t in the real (and imaginary) parts of entries ofV = [vαβ ] ∈ Fd×n.

The minimisers ofp(V)≥ 0 with g(V) fixed, e.g.,V = [v j ] a unit norm sequence,
satisfy the Lagrange equations:∇p(V) = λ∇g(V). Moreover, the ones that give
spherical(t, t)–designs are minima off , and so satisfy∇ f (V) = 0, i.e.,

∇p(V) = 2ct(d,F)g(V)∇g(V). (6.67)

Thus we obtain the following condition for the existence of spherical(t, t)–designs.

Theorem 6.10.Let t≥ 1 and f : Fd×n→ R be the nonnegative function given by

f ([v1, . . . ,vn]) :=
n

∑
j=1

n

∑
k=1

|〈v j ,vk〉|2t −ct(d,F)
( n

∑
ℓ=1

‖vℓ‖2t)2
.

Then the critical points of f satisfy

∑
j
|〈v j ,vβ 〉|2(t−1)〈vβ ,v j〉v j = ct(d,F)

(

∑
ℓ

‖vℓ‖2t
)

‖vβ‖2(t−1)vβ , 1≤ β ≤ n.

In particular, for t = 1 the nonzero critical points of f are the tight frames forFd,
which are all global minima.

Proof. The critical point of f are given by (6.67), where∇ f is the gradient off
viewed as a function of real variables, as in (6.59). A calculation (see Exer. 6.29)
show that theβ–columns of∇p(V) and∇g(V) are

4t ∑
j
|〈v j ,vβ 〉|2(t−1)〈vβ ,v j〉v j , 2t‖vβ‖2(t−1)vβ .

Substituting this into (6.67) gives the desired condition.
For t = 1, theV 6= 0 which are critical points off (V) satisfy

∑
j
〈vβ ,v j〉v j =

1
d

(

∑
ℓ

‖vℓ‖2
)

vβ , 1≤ β ≤ n,
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and so, by linearity,(v j) is tight frame forH := span{vβ}1≤β≤n ⊂ Fd, with frame
boundA= 1

d ∑ℓ ‖vℓ‖2. The trace condition (2.9) gives dim(H ) = d, so that(v j) is
a tight frame forFd. Thus the nonzero critical points off (V) are precisely the tight
frames forFd. ⊓⊔

Spherical(t, t)–designs can be foundnumerically, by minimising f (V), with
g(V) fixed. This can be done by an iterative algorithm which startsa randomV0,
and choosesVk+1 =Vk+Wk, whereWk is such thatf (Vk+1) = f (Vk+Wk)< f (Vk).
The directionWk can be random (of an appropriate size) [Bra11], or in the direction
of maximal decrease [Hug16] (which is more effective close to a minimum).

The maximal decrease off atV is in the directionW =−∇ f (V), where

(∇ f (V))αβ = 4t ∑
j
|〈v j ,vβ 〉|2(t−1)〈vβ ,v j〉vα j−4tct(d,F

d)
(

∑
ℓ

‖vℓ‖2t)‖vβ‖2(t−1)vαβ .

A summary of these numerical results (which have motivated various analytic
constructions) is given in Tables 6.1 and 6.2.

Table 6.1: The minimum numbersnw andn of vectors in a weighted and in a unit–norm spherical
(t, t)–design forRd (spherical half–design of order 2t) as calculated by Daniel Hughes [Hug16].

t d nw ne Comments

1 d d d orthonormal bases inRd

t 2 t +1 t +1 equally spaced lines inR2

2 3 6 6 equiangular lines inR3

2 4 11 12 no structure repeated angles

2 5 16 20 group structure no structure

2 6 22 24 group structure work in progress

2 7 28 28 equiangular lines inR7

2 8 45 >45 no structure

3 3 11 16 no structure possible group structure

3 4 23 >23 group structure

3 5 41 >41 group structure

4 3 16 25 group structure no structure

4 4 43 >43 work in progress

5 3 24 35 no structure no structure
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Table 6.2: The minimum numbersnw andn of vectors in a weighted and in a unit–norm spherical
(t, t)–design forCd as calculated by Jennifer Bramwell [Bra11].

t d nw ne Comments

1 d d d orthonormal bases inRd

2 d d2 d2 SICs

3 2 6 6 three MUBs forC2

3 3 22 27 some structure

3 4 40 40 highly symmetric tight frame (Example 6.15)

3 5 >100

4 2 10 12 two orbits, see§9.8

4 3 47 >47

4 4 >85 >85

5 2 12 12 group frame, see Exer. 10.12

6 2 18 24 some structure

7 2 22 24 some structure

8 2 37 >37 some structure

9 2 44 >44 some structure

It is also possible to calculate (numerically) the Hessian (second derivative) off
andp atV to investigate the nature of the critical points off (see Exer. 6.30).

For the real caseV = X ∈ Rd×n, the formulas for the Hessian simplify to

∂ 2p
∂xab∂xαβ

(V) = 4t(2t−1)〈vb,vβ 〉2(t−1)vαbvaβ +4tδaα〈vb,vβ 〉2t−1

+4t(2t−1)δbβ ∑
j
〈v j ,vβ 〉2(t−1)vα jva j,

∂ 2(g2)

∂xab∂xαβ
(V) = 2g(V)

(
2tδaα δbβ‖vβ‖2(t−1)+4t(t−1)δbβ‖vβ‖2(t−2)vαβ vaβ

)

+2
(
2t‖vb‖2(t−1)vab

)(
2t‖vβ‖2(t−1)vαβ

)
.
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Notes

Neil Sloane has a webpage ofputatively optimalreal sphericalt–designs

http://neilsloane.com/sphdesigns/ (see [HS96])

and the author has a similar list for real and complex spherical (t, t)–designs.
There is recent interest incomplexspherical(t, t)–designs (weighted complex

projectivet–designs), see, e.g., [KR05], [RS07], [RS14]. Our unified treatment of
real spherical half–designs of order 2t and complex(t, t)–designs in Theorem 6.7
was adapted from [K̈on99], [Wal16] (also see [DHC12], [BH15]). There are other
equivalences. Those involving the evaluation of Gegenbauer polynomials can be
used to estimate the minimum number of vectors in a(t, t)–design (see [DGS77],
[Hog89] for sphericalt–designs). Some(t, t)–designs meeting these bounds (for
spherical 2t–designs) are termedtight (this is not related to being a tight frame).

Thanks to Aidan Roy, Andreas Klappenecker and Wei–Hsuan Yu for insightful
discussions about this chapter.
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Exercises

6.1.Let A∈ Cn×n be Hermitian,A 6= 0. Show that rank(A)≥ trace(A)2

trace(A2)
with equality

if and only if A= cUU∗, U = [u1, . . . ,ur ] ∈ Cn×r , with orthonormal columns.
Hint. If λ1, . . . ,λr are the nonzero eigenvalues ofA, then Cauchy–Schwarz gives

(trace(A))2 = (
n

∑
j=1

λ j)
2≤ r

r

∑
j=1

λ 2
j = r trace(A2).

6.2.Use the generalised Welch bound (6.4) to prove Example 6.2, i.e., that

max
j 6=k
|〈 f j , fk〉|2≥

(∑ j ‖ f j‖)2/d−∑ j ‖ f j‖4
n2−n

> 0.

6.3.m Do a numerical investigation of the variational inequality(6.4). Does one get
close to equality for large numbers of random (unit or otherwise) vectors?

6.4.We may write the variational characterisation (6.4) for tight frames(v j) j∈J as

∑
{ j,k}⊂J

(

2|〈v j ,vk〉|2+
‖v j‖4+‖vk‖4

n−1

)

=
1
d ∑
{ j,k}⊂J

(

2‖v j‖2‖vk‖2+
‖v j‖4+‖vk‖4

n−1

)

.

We say that a frame(v j)
n
j=1 for Cd is perfectly tight if equality holds for all pairs.

(a) Show that ford = 1, every tight frame is perfectly tight.
(b) Show that ford≥ 2, every perfectly tight frame has nonzero vectors.
(c) Describe the equal–norm perfectly tight frames.
(d) Do there exist perfectly tight frames ford≥ 2 which do not have equal norms?

6.5.Let ( f j) be a sequence ofn≤ d unit vectors in aH , where dim(H ) = d. Show
that

FP( f1, . . . , fn) := ∑
j
∑
k

|〈 f j , fk〉|2

has a minimum value ofn, which is attained if and only if( f j) is orthogonal.

6.6.Show the normalised frame potential satisfies (6.7), i.e.,

1
d
≤ F̂P( f1, . . . , fn)≤ 1,

and that
(a) F̂P( f1, . . . , fn) equals1

d if and only if ( f j) is a tight frame.
(b) F̂P( f1, . . . , fn) equals 1 if and only if span( f j) is 1–dimensional.
Remark:For unit norm vectors FP= n2F̂P|Sn, and so this extends Theorem 6.2.

6.7.Real spherical2–designs. Let Φ = {φ1, . . . ,φn} be unit vectors inRd.
(a) Suppose thatΦ is a real spherical 2–design. Fory ∈ Rd, let py ∈ Π ◦2 (Rd) be
given by
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py(x) := |〈y,x〉|2 = (〈y,x〉)2.

Show that the integral ofpy over the unit sphereS is c‖y‖2, with c> 0 independent
of y, and hence conclude thatΦ is a tight frame.
(b) Now suppose thatΦ is a tight frame. By considering the integral ofpy above, or
otherwise, show that it is a real spherical 2–design.
Remark:This is a special case of the key arguments of§6.8.

6.8.Let d ≥ 2. Show that there exists a real spherical 2–design ofn points forRd

unlessn≤ d or n= d+2 andn is odd (the existence part requires a construction).
In particular, there is no real spherical 2–design of five points forR3.
Hint: For the construction use harmonic frames (see Chapter 11).

6.9.Real spherical designs and Waring type formulas.
Here we consider the case of equality in Theorem 6.7 forH = Rd.
(a) Show thatct(d,R)≥ ct(d,C), with strict inequality whent > 1, d > 1.
(b) A sequence( f j) of unit vectors inRd satisfying (6.33) is, by definition, a real
spherical half–design of order 2t. By substitutingt for 2t, write down the equivalent
conditions for being a real spherical half–design of ordert (for t even) given by
equality in (6.30), and (6.31), (6.35).

(c) Show that if( f j) is centrally symmetric, i.e., of the form(± f j)
n/2
j=1, then the

cubature rule (6.33) holds for all odd polynomials, i.e.,p∈Π ◦1 ⊕Π ◦3 ⊕Π ◦5 ⊕·· · .

6.10.Then equally spaced (unit) vectors inR2 are

Φ = (v j) =
{(

cos
2π
n

j,sin
2π
n

j
)

: j = 0, . . . ,n−1
}
,

and then equally spaced lines inR2 are

Ψ = (w j) =
{(

cos
π
n

j,sin
π
n

j
)

: j = 0, . . . ,n−1
}
.

(a) Show that then equally spaced vectors inR2 are a spherical(n−1)–design.
(b) Show that then= t +1 equally spaced lines inR2 are a spherical half–design of
order 2t, i.e., a(t, t)–design.
Hint: Use the integrals of (6.25) and (6.26).

6.11.A SIC consists ofd2 equiangular unit vectors inCd, with a common angle
|〈 f j , fk〉|2 = 1√

d+1
, j 6= k, andm MUBs arem orthonormal bases forCd, with the

property that|〈 f ,g〉|= 1√
d

for f andg from different bases (see§2.11).

(a) Show that a SIC is a(2,2)–design.
(b) Show thatm MUBs inCd form a(2,2)–design if and only ifm= d+1.
(c) Show thatd+1 MUBs inCd form a(3,3)–design if and only ifd = 2.

6.12.There is a highly symmetric tight frame of 240 vectors forC4 given as an orbit
of the Shephard Todd group 32 (see§13.8), which gives 40 lines, since the group
contains scalar multiplication by the 6–th roots of unity. Take a vector from each
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line. This setΦ of 40 vectors has the property that each is orthogonal to 12 others
and makes an angle1√

3
with 27 others. Show thatΦ is a(3,3)–design forC4.

6.13.Show that an equiangular tight frameΦ = (v j) of n unit vectors forRd is a
spherical(2,2)–design forRd if and only if n= 1

2d(d+1).
Remark:Such equiangular lines are known to exist ford = 2,3,7,23 (see§12.1).

6.14.Let Φ be the set of 240 vectorsv∈ R8 of with ‖v‖2 = 2, and the form

type 1: v j ∈ {±1
2} andv has an even number of positive entries,

type 2: v j ∈ {0,±1} (suchv have two nonzero entries).

SinceΦ is centrally symmetric, it can be writtenΦ = Φ0∪−Φ0.
(a) Show thatΦ0 is a spherical(3,3)–design of 120 vectors forR8.
(b) Show thatΦ is a spherical 7–design of 240 vectorsR8.
Remark:ThisΦ (minimal vectors of the Korkin–Zolotarev lattice) is due to[KP11].

6.15.Show that equality in (6.22) is equivalent to
(a) Thegeneralised Plancherel identity

〈x,y〉t =
(d+t−1

t

)

∑n
ℓ=1‖ fℓ‖2t

n

∑
j=1
〈x, f j〉t〈 f j ,y〉t , ∀x,y∈H .

(b) Thegeneralised Bessel identity

‖x‖2t =

(d+t−1
t

)

∑n
ℓ=1‖ fℓ‖2t

n

∑
j=1
|〈x, f j〉|2t , ∀x∈H .

6.16.Defineξ ∈ Symt(H )⊗Symt(H ) andQ : Symt(H )→ Symt(H ) by

ξ :=
∫

S
x⊗t ⊗x⊗t dσ(x)− 1

C

n

∑
j=1

f⊗t
j ⊗ f j

⊗t
,

Q :=
∫

S
〈·,x⊗t〉x⊗t dσ(x)− 1

C

n

∑
j=1
〈·, f⊗t

j 〉 f⊗t
j ,

whereC := ∑ℓ ‖ fℓ‖2t . Show that

〈ξ ,ξ 〉◦ = 〈Q,Q〉F =
1

C2 ∑
j
∑
k

|〈 f j , fk〉|2t −ct(d,F),

where the apolar and Frobenius inner products are used, respectively.

6.17.We consider the vector spaceΠ ◦t,r(Cd) of polynomialsCd → C which are
homogeneous of degreet in zand of degreer in z, i.e.,

Π ◦t,r(Cd) := span{z 7→ zαzβ : |α|= t, |β |= r}. (6.68)
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This absolutely irreducibleU –invariant space is denoted byH(t, r) in §16.7. There
is a natural identification Symt(H ∗)⊗Symr(H

∗
)→Π ◦t,r(H ) given by

〈·,v〉⊗t ⊗〈·,x〉⊗r 7→ 〈·,v〉t〈·,x〉r = 〈·,v〉t〈x, ·〉r .

For polynomialsp : Cd→ C, we define an associated differential operatorp(∂ ) by

p(∂ ) := ∑
(α ,β )

cαβ ∂ α ∂ β
, wherep(z) = ∑

(α ,β )
cαβ zαzβ , (6.69)

where∂ and∂ are the Wirtinger complex differential operators given by

∂ j =
∂

∂zj
=

1
2

(
∂

∂x j
− i

∂
∂y j

)

, ∂ j =
∂

∂zj
=

1
2

(
∂

∂x j
+ i

∂
∂y j

)

.

(a) Show that the monomialsz 7→ zαzβ in (6.68) are linearly independent, and so

dim(Π ◦t,r(Fd)) =

(
d+ t−1

t

)(
d+ r−1

r

)

. (6.70)

(b) By taking the apolar inner product on Symt(H ∗)⊗Symr(H
∗
), show that

〈〈·,v〉t〈x, ·〉r ,〈·,w〉t〈y, ·〉r〉◦ := 〈w,v〉t〈x,y〉r (6.71)

defines an inner product onΠ ◦t,r(Cd).
(c) Show the Riesz representer of point evaluation atw is 〈·,w〉t〈w, ·〉r , i.e.,

〈p,〈·,w〉t〈w, ·〉r〉◦ = p(w), ∀p∈Π ◦t,r(Cd), ∀w∈ Cd.

(d) Use this to conclude thatΠ ◦t,r(Cd) is spanned by ridge functions, i.e.,

Π ◦t,r(Cd) = P := span{z 7→ 〈z,v〉t〈v,z〉r : v∈ Cd}. (6.72)

In particular,Π ◦t,t(Cd) is spanned by ridge functions (plane waves), i.e.,

Π ◦t,t(Ω) = span{z 7→ |〈z,v〉|2t : v∈Ω}, whereΩ = Cd or SC.

(e) With p(∂ ) given by (6.69) and ˜q(z) := q(z), show that

〈p,q〉◦ =
1

t!r!
p(∂ )q̃(0), ∀p,q∈Π ◦t,r(Cd).

In particular, the monomialsz 7→ zαzβ in (6.68) form an orthogonal basis.
Remark:It follows from (6.25), that forΠ ◦t,0(Cd) andΠ ◦0,t(Cd) one has

〈p,q〉◦ =
(

t +d−1
t

)∫

S(Cd)
p(z)q(z)dσ(z).
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Cubature rules which integrateΠ ◦t,r(Cd), (t, r) ∈ T for some set of indicesT are
studied in [RS14], where they are calledsphericalT –designs.

6.18.Make the substitution (6.41) in Theorem 6.7 to obtain the weighted versions
of the conditions (a)–(e).

6.19.Let ∆ be the Laplacian for functionsFd→ F, i.e., forF equalR andC

∆ =
d

∑
j=1

( ∂
∂x j

)2
, ∆ =

d

∑
j=1

( ∂
∂x j

)2
+

d

∑
j=1

( ∂
∂y j

)2
= 4

d

∑
j=1

∂ j∂ j .

(a) Take the Laplacian with respect tox∈ Rd to get

∆(‖x‖2t) = 2t(d+2t−2)‖x‖2t−2, ∆(〈x,v〉2t) = 2t(2t−1)〈x,v〉2t−2‖v‖2.

(b) Take the Laplacian with respect toz∈ Rd to get

∆(‖z‖2t) = 4t(d+ t−1)‖z‖2t−2, ∆(|〈z,v〉|2t) = 4t2|〈z,v〉|2(t−1)‖v‖2.

(c) Using (a) and (b), apply the Laplacian to the Bessel identity (6.31).

6.20.Show that if(v j) and(wk) are spherical(t, t)–designs forFd, with

∑
j
‖v j‖2t = ∑

k

‖wk‖2t ,

then their union(v j)∪ (wk) is a spherical(t, t)–design forFd.

6.21.Use the generalised Bessel identity (6.31) to show that the minimal numbern
of vectors in a weighted(t, t)–design satisfies

n≤ dim(Π ◦t,t(Fd)) =

{(d+t−1
t

)2
, F= C

(d+2t−1
2t

)
, F= R

= O(d2t), d→ ∞.

6.22.Use the generalised Plancherel identity (6.32) to show thatthe numbern of
vectors in a weighted(t, t)–design forFd satisfies

n≥ dim
(
Π ◦t (Fd)

)
=

(
t +d−1

d−1

)

= O(dt), t→ ∞.

6.23.Suppose that( f j) is a tight frame forFd, i.e., is a(1,1)–design. Show the
condition which ensures it comes from a(t, t)–design, as per Proposition 6.2, is that

n

∑
j=1

n

∑
k=1

|〈 f j , fk〉|2t

‖ f j‖2t−2‖ fk‖2t−2 = ct(d,F)
( n

∑
ℓ=1

‖ fℓ‖2
)2

.

6.24.The lines{Fx : x 6= 0} in H = Fd are in 1–1 correspondence with the rank
one orthogonal projections, i.e., points in the projectivespaceFPd−1, via
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Fx←→ Px :=
〈·,x〉
〈x,x〉x.

(a) Show that the Frobenius inner product between orthogonal projections given by
unit vectors is

〈Px,Py〉= |〈x,y〉|2 = 〈Py,Px〉.
(b) Show that the metric onFPd−1 given by the Frobenius inner product is

ρ(P,Q) =
√

2
√

1−〈P,Q〉, P,Q∈ FPd−1.

(c) Show that in terms of lines this metric is

ρ(Fx,Fy) =
√

2

√

1−
∣
∣
∣〈 x
‖x‖ ,

y
‖y‖〉

∣
∣
∣

2
.

(d) Show that the set of lines can also be embedded into the real vector space of
traceless Hermitian matrices (with the Frobenius norm), via

Fx 7→ Px−
1
d

I .

6.25.Polynomials on projective spaces.
Determine the vector space of polynomialsp : Fd → F whose value at eachz 6= 0
depends only on the 1–dimensional subspace given byz, i.e.,

p(z) = p(az), ∀z∈ Fd, ∀a∈ F, |a|= 1.

6.26.Let Fd+1 be the field of orderd+1, whered+1 is a prime power. Suppose that
y is a generator for the multiplicative groupF∗d+1. Show thatf : Zd→ Zd+1 : y 7→ y j

is a 1–uniform function.

6.27.Let f : G→ H be a map between finite abelian groups, with|G| = d. Show
that if f is 1–uniform, then

w+x−y−z= 0, f (w)+ f (x)− f (y)− f (z) = 0

has exactlyd(2d+1) solutions in(w,x,y,z) ∈G4.

6.28.Equilibrium with respect to the frame force inRd andCd.
For unit vectorsa,b∈ Cd, the frame force ofb ona can be extended

FF(a,b) := 〈a,b〉(a−b),

though this is no longer a central force. The frame force between orthogonal vectors
and between coincident vectors is zero. Theeffective frame forceEFF(a,b) of b
ona is the component of the frame forcev= FF(a,b) which is orthogonal toa.
(a) Calculate EFF(a,b) for a,b∈ S.
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(b) Show that if(a j)
n
j=1 is a minimiser of the frame potential, then the total effective

frame force on eacha j is zero, i.e.,

∑
k

EFF(a j ,ak) = ∑
k6= j

EFF(a j ,ak) = 0.

6.29.Let V = [vαβ ] = [v1, . . . ,vn], andp,g : Fd×n→ R be given by

p(V) := ∑
j
∑
k

|〈v j ,vk〉|2t , g(V) := ∑
ℓ

‖vℓ‖2t .

With ∇ f given by (6.59) whenF = C, show theβ–columns of∇p(V) and∇g(V)
are

4t ∑
j
|〈v j ,vβ 〉|2(t−1)〈vβ ,v j〉v j , 2t‖vβ‖2(t−1)vβ .

6.30.Here we calculate the Hessian matrixH f of f of the functionsp,g : Fd×n→R
given by (6.65). LetX be the real variables with some ordering, i.e.,

X = {xαβ}∪{yαβ} for F= C, X = {xαβ} for F= R.

ThenH f (V) is theX×X real symmetric matrix with(r,s)–entry given by

H f (V)rs =
∂ 2 f
∂ r∂s

(V).

Find the Hessian matrix ofp, g, and hence the functionf given by (6.66).

6.31.A sequence( f j)
n
j=1 is a finite tight frame forFd if and only if

g(x) :=
d

∑k‖ fk‖2
n

∑
j=1
|〈x, f j〉|2

1
‖x‖2 = 1, ∀x 6= 0.

(a) Show for a general frame thatg can take values which are> 1 and< 1. Thus
the obvious generalisation of Bessel’s inequality does nothold. There are various
generalisations in the literature. We now develop a few.
(b) By Cauchy–Schwarz,|∑ j c j〈x, f j〉|= |〈x,∑ j c j f j〉|2 ≤ ‖x‖2‖∑ j c j f j‖2. Use the
triangle and Cauchy-Schwarz inequalities to showPěcarić’s inequality

∣
∣
∣

n

∑
j=1

c j〈x, f j〉
∣
∣
∣

2
≤ ‖x‖2

n

∑
j=1
|c j |2

n

∑
k=1

|〈 f j , fk〉|.

(c) From this deduceSelberg’s inequality

n

∑
j=1

|〈x, f j〉|2
∑n
ℓ=1 |〈 fℓ, f j〉|

≤ ‖x‖2.

(d) From Selberg’s inequality, deduceBombieri’s inequality
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n

∑
j=1
|〈x, f j〉|2≤ ‖x‖2 max

1≤ℓ≤n

n

∑
j=1
|〈 fℓ, f j〉|.

(e) Vary the argument of of (b) to show the inequality.

n

∑
j=1
|〈x, f j〉|2≤ ‖x‖2

( n

∑
j=1

n

∑
k=1

|〈 f j , fk〉|2
) 1

2
.



Chapter 7
The algebraic variety of tight frames

Let V = [v1, . . . ,vn] be the synthesis operator of a normalised tight frame forFd,
i.e., ad×n matrix withVV∗ = I (Proposition 2.1). SinceVV∗ = I , the collection of
normalised tight frames ofn vectors for a space of dimensiond can be viewed as an
algebraic variety(in Fd×n), as can other classes of frames, such as the equal–norm
tight frames. Here we consider some geometry of this algebraic variety, including:

• What norms the vectorsv j can have.
• The dimension of the variety, and how to describe points on it.
• The fact the rational points are dense on the variety, i.e., every normalised tight

frame can be arbitrarily well approximated by a normalised tight frame consisting
of vectors with rational entries.

Our treatment is based on the following simple observations. If U is unitary, then

(VU)(VU)∗ =V(UU∗)V∗ =VV∗ = I ,

so thatW =VU is (the synthesis operator of) a normalised tight frame. Conversely,
if V andW are normalised tight frames ofn vectors forFd, then we may choose
complementary normalised tight framesVc andWc. Since the matrix with rows given
by the rows of a normalised tight frame and a complement is unitary, we have




W

Wc








W

Wc





∗

= I =




V

Vc








V

Vc





∗

=⇒




W

Wc



=




V

Vc



U, U :=




V

Vc





∗


W

Wc



 .

ThusW =VU, whereU =V∗W+V∗c Wc is ann×n unitary matrix. In other words:

Let V = [v1, . . . ,vn] be a normalised tight frame forH . Then all normalised
tight frames ofn vectors forH have the formW =VU, whereU is ann×n
unitary matrix.

151
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7.1 The real algebraic variety of normalised tight frames

Two useful descriptions of the normalised tight framesV = [v1, . . . ,vn] ∈ Fd×n are
theorthogonality of rowsof V and thevariational characterisation(see§6), i.e., the
systems of equations

VV∗ = I ,
n

∑
j=1

n

∑
k=1

|〈v j ,vk〉|2 =
1
d

n

∑
j=1
〈v j ,v j〉2,

n

∑
j=1
‖v j‖2 = d. (7.1)

Since these involve the entries ofV and their complex conjugates, it follows that:

The normalised tight frames ofn vectors inFd are areal algebraic variety,
denoted byNn,Fd . ForF = R it is in dn variables (the entries ofV), and for
F= C it is in 2dnvariables (the real and imaginary parts of the entries ofV).

Since the action of right multiplication by the real Lie group U(Fn) on Nn,Fd

is transitive, it follows thatNn,Fd is irreducibleandsmooth. Since the stabiliser of
V = [I ,0] under this action is alln×n unitary matrices of the form




I 0

0 U



 , U ∈ U(Fn−d),

the dimension of this variety is dim(U(Fn))−dim(U(Fn−d)), which gives

dim(Nn,Rd) =
1
2

d(2n−d−1), dim(Nn,Cd) = d(2n−d).

We have observed that the normalised tight frames ofn vectors forFd can be
indexed by then×n unitary matrices (forn > d this is not 1–1). In particular, by
choosingV to be the normalised tight frame given by the standard orthonormal basis
(and zero vectors), we see (Exer. 7.1) that all normalised tight frames have the form

W = [w1, . . . ,wn] = [I ,0]U =U1, U =




U1

U2



 ∈ U(Fn), (7.2)

i.e., are thed×n submatrices of then×n unitary matrices. Ifn= d, i.e.,U2 = 0, then
the normalised tight frames are given by the unitary matrices (orthonormal bases),
i.e., Nd,Fd = U(Fd). For n > d, a row of the submatrixU2 can be multiplied by a
scalar, so thatU has determinant 1. Hence, forn> d the normalised tight framesW
can be indexed by elements of the special unitary groupSU(Fn). SinceSU(Fn) and
U(Cn) are path–connected, andSU(Rn) is not, it follows that:

The set of normalised tight framesNn,Fd is path–connected, except for when
n= d andF= R.
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7.2 The algebraic variety of equal–norm tight frames

We can define the subvarietyFn,Fd of Nn,Fd consisting of all equal–norm tight

frames ofn vectors inFd by replacing the norm equation in (7.1), by then equations

‖v j‖2 =
d
n
, j = 1, . . . ,n.

For n= d (equal–norm orthogonal bases) these spaces are the same, and for n> d
the dimension reduces byn−1 (see [CMS13]), i.e.,

dim(Fn,Rd)= (n− d
2
−1)(d−1), dim(Fn,Cd)= d(n−d)+n(d−1)+1, n> d.

Example 7.1.The dimensions of the algebraic varieties of equal–norm real tight
frames ofn vectors forR2 andR3 are

dim(F2,R2) = 1, dim(Fn,R2) = n−2, n> 2,

dim(F3,R3) = 3, dim(Fn,R3) = 2n−5, n> 3.

ForR2 the points on the algebraic variety are determined by the first n−2 diagram
vectors (see Exer. 2.9), since these are equal–norm complexnumbers(w j) with
{wn−1,wn} determined bywn−1 +wn = −(w1 + · · ·+wn−2). For C2 andC3, we
have

dim(F2,R2) = 4, dim(Fn,R2) = 3n−3, n> 2,

dim(F3,R3) = 9, dim(Fn,R3) = 5n−8, n> 3.

The varietyFn,Fd has been studied extensively (see [DS06], [Str11], [CMS13]).
Classical results of [Whi57] imply thatFn,Fd is a union of finitely many manifolds,
and forn andd relatively primeFn,Fd is a manifold [DS06]. We now consider its
connectivity (theframe homotopy problem).

For aV ∈Fn,Fd its GramianP= V∗V is ann×n orthogonal projection matrix
with diagonal entriesd/n (and hence rankd). LetGn,Fd be the set of such orthogonal
projections (theGrassmann manifoldof d–planes inFn). Since everyP∈ Gn,Fd is

the Gramian of some equal–norm tight frame forFd, it follows that:

• The mapFn,Fd → Gn,Fd : V 7→V∗V is onto and preserves path–connectivity.
• For d ≥ 2, the mapGn,Fd → Gn,Fn−d : P 7→ I −P (taking the Gramian to the

Gramian of the complementary equal–norm tight frame) is a homeomorphism.

Since tight frames are defined up to unitary equivalence by their Gramians
(Corollary 2.1),Gn,Fd can also be described as the orbit spaceFn,Fd/U(Fd) for

the action ofU(Fd) on Fn,Fd given by right multiplication. In [DS06] it is shown
thatG4,R2 is homeomorphic to a graph with 12 vertices and 24 edges, andG5,R2 is
the the orientable surface of genus 25.
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Example 7.2.For n= d, the spaceGd,Fd has a single point (the identity matrix) and

Fd,Fd = U(Fd). ThusFd,Cd is path–connected andFd,Rd is not.

Example 7.3.For n = d+ 1 (andd = 1), we can calculateGd+1,Fd = I −Gd+1,F1.
The varietyFn,F1 consists of allV of the form

V =
(

v11 v12 · · · v1,n

)

, |v1 j |= 1
n, ∀ j.

ThereforeFn,R1 consists of 2n isolated points, and so is not path–connected. The
spaceGn,R1 has 2n−1 isolated points (and so is not path–connected forn = d+1).
HenceFd+1,Rd andFn,R1 are not path–connected.

ForV,W ∈Fn,C1, an explicit path fromV to W in Fn,C1 is given by

γ : [0,1]→Fn,C1 : t 7→
(

v11
(w11

v11

)t
. . . v1,d+1

(w1n
v1n

)t
)

.

ThusFn,C1 andFd+1,Cd (by taking complements) are path–connected.

It turns out, that the only examples of path–disconnectedness are those above.

Theorem 7.1.([CMS13]) The variety of equal–norm tight frames satisfies:

1. Fn,Rd is path–connected if and only if n≥ d+2 and d≥ 2.
2. Fn,Cd is path–connected.

We will only give an indication of the proof given in [CMS13],which is involved.

For aV = [v1, . . . ,vn] ∈Fn,Rd let λ (k)
1 ≤ ·· · ≤ λ (k)

d be the eigenvalues of thek–th
partial sum of the frame operatorv1v∗1+ · · ·+vkv∗k. These satisfy

(i) λ (0)
j = 0,∀ j.

(ii) λ (n)
j = 1,∀ j.

(iii) λ (k+1)
j ≤ λ (k)

j+1≤ λ (k+1)
j+2 , λ (k)

j ≤ λ (k+1)
j+1 ≤ λ (k)

j+2, 1≤ j ≤ d−2, 1≤ k≤ n−1.

(iv) ∑n
j=1 λ (k)

j + d
n = ∑n

j=1 λ (k+1)
j , 1≤ k≤ n−1.

The sequencesλ = (λ (k)
j )1≤ j≤d,0≤k≤n satisfying the above conditions are called

eigenstepsfor Fn,Fd . The setΛn,d of all eigensteps is a convex polytope, and hence
it and its interior int(Λn,d) are path–connected. It is shown

• The mapFn,Fd →Λn,d : V 7→ λ = λV of a frame to its eigensteps is onto.
• For any frameV ∈Fn,Fd with eigenstepsΛ(V) ∈ int(Λn,d), there is a continuous

mapθ = θV : int(Λn,d)→Fn,Fd with θ(Λ(V)) =V andΛθ = I on int(Λn,d).
• For n> d, Fn,Fd is path–connected if and only ifFn,Fn−d is, and this extends to

the subsets ofnonorthodecomposibleframes (those that can’t be partitioned into
two orthogonal subsets).

These results are used tolift paths inΛn,d to paths inFn,Fd . The caseF=C exploits

the fact thatU(Cd) is connected. The caseF = R is more technical and is proved
using induction onn andd, and some special cases.
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7.3 The density of rational tight frames

We have seen that the normalised tight framesV ∈Nn,Fd of n vectors forCd can be
indexed by then×n unitary matrices, e.g., (7.2) gives

V = [Id,0]U, U ∈ U(Fn), (7.3)

where the indexU is not unique forn> d. Here we use (7.3) to describe points on
the varietyNn,Fd . There are various parametrisations of the unitary groupU(Fn),
e.g., factorising its elements into Givens rotations or Householder transformations.
We now consider the description in terms of the Cayley transform. This allows us to
show that the rational points are dense on theNn,Fd (but not onFn,Fd). LetA∈Cn×n

be askew Hermitianmatrix, i.e.,A∗ =−A. ThenA+ I is invertible, and

U :=
I −A
I +A

(7.4)

is a unitary matrix, called theCayley transform of A. If U is unitary, and does not
have−1 as an eigenvalue (so thatI +U is invertible), then

A :=
I −U
I +U

(7.5)

is a skew Hermitian matrix. These maps are the inverses of each other, and so

The unitary matrices (without eigenvalue−1) can be parametrised by the skew
Hermitian matrices.

Cayley’s original presentation (1846) was in the real case,where the Cayley
transform (restricted to real matrices) maps intoSO(Rd).

A complex numberx+ iy is a (Gaussian) rational ifx,y∈Q. We now show:

The rational points are dense in the varietyNn,Fd of normalised tight frames.

Theorem 7.2.([CFW15]) Every tight frame V= [v1, . . . ,vn] for Cd or Rd can be
approximated arbitrary closely by one with vectors in(Q+ iQ)d or Qd, respectively.

Proof. Suppose, without loss of generality, thatV is normalised. Forn> d, we can
choose an indexU ∈ U(Fn) in (7.3) for whichU does not have eigenvalue−1 (by
multiplying the last row ofU by a suitable scalar inF). Thus, forn> d, thetruncated
Cayley transform

V = [Id,0]
I −A
I +A

(7.6)

maps the skew Hermitian matrices ontoNn,Fd . Thus the normalised tight frames
V ∈Nn,Fd can be parametrised by the entries which determine the skew symmetric

matricesA, i.e., the1
2n(n−1) strictly upper triangular entries andn purely imaginary

diagonal entries (for real matrices this reduces to1
2n(n−1) real parameters).
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Taking the truncated Cayley transform of such a parametrised matrix A gives a
V ∈Nn,Fd with entries in the same field as the parameters. Thus we can approximate
the parameters as closely as desired by elements inQ+ iQ (which is dense inC)
or Qd, and the truncated Cayley transform of the skew Hermitian matrix given by
these approximate parameters will approximateV as closely as desired.

For n = d, scale the last row ofV to obtain aU ∈ U(Fd) which does not have
−1 as an eigenvalue, approximate as above, and then unscale the row. This can be
done since the rational points on the unit circle are dense (this classical result is the
special cased = 1 andn= 1, incidently). ⊓⊔

Example 7.4.(Three vectors inR2) The 3×3 skew symmetric matricesA have three
real parameters

A=








0 a b

−a 0 c

−b −c 0







, a,b,c∈ R.

The Cayley transform is the orthogonal matrix

U =
I −A
I +A

=








1−a2−b2+c2

1+a2+b2+c2
−2(a+bc)

1+a2+b2+c2
2(ac−b)

1+a2+b2+c2

2(a−bc)
1+a2+b2+c2

1−a2+b2−c2

1+a2+b2+c2
−2(c+ab)

1+a2+b2+c2

2(ac+b)
1+a2+b2+c2

−2(ab−c)
1+a2+b2+c2

1+a2−b2−c2

1+a2+b2+c2







.

The truncated Cayley transform gives the following indexing of V ∈N3,Rd

V =





1−a2−b2+c2

1+a2+b2+c2
−2(a+bc)

1+a2+b2+c2
2(ac−b)

1+a2+b2+c2

2(a−bc)
1+a2+b2+c2

1−a2+b2−c2

1+a2+b2+c2
−2(c+ab)

1+a2+b2+c2



 , a,b,c∈ R.

The normalised tight frame of three equally spaced equal–norm vectors is given by

V =

√

2
3




1 −1

2 −1
2

0
√

3
2 −

√
3

2



 ,
a=−2−

√
3+
√

2
√

3+
√

2,

b=
√

3−
√

2, c=
√

2−1.

We can approximate these parameters to 5 decimal places by rationals

ã≈ 13165
100000, b̃≈ 31784

100000, c̃≈ 41421
100000.

The corresponding truncated Cayley transform

Ṽ =





5266079680
6449619561 −2633025064

6449619561−2633092535
6449619561

− 25064
6449619561

4560603095
6449619561 −4560536360

6449619561



 ,

gives anormalised tight framewhich approximates the equally spaced vectors ofV
to 5 decimal places. It isnotan equal–norm frame. Theorem 7.2 does not imply that
there is a dense set of rational points inFn,Fd (there are none onF3,R2).
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7.4 The existence of tight frames with given norms

If [v1, . . . ,vn] is a normalised tight frame forH = Fd, then its norms must satisfy

‖v1‖,‖v2‖, . . . ,‖vn‖ ≤ 1, ‖v1‖2+‖v2‖2+ · · ·+‖vn‖2 = d, (7.7)

since it is the projection of an orthonormal basis (Theorem 2.2) and by (2.9).
It is natural to ask whether there exists a normalised tight frame with some given

norms which satisfy this condition, e.g., an equal–norm frame. We will show there is
always such a frame. First we show the existence of such a tight frame follows from
the Schur–Horn majorisation theorem, and then give a simpleconstructive proof.

A vectorβ ∈ Rn is said tomajorise a vectorα ∈ Rn if after reordering so that
their entries are increasing, one has

α1+α2+ · · ·+αk≤ β1+β2+ · · ·+βk, 1≤ k≤ n, α1+ · · ·+αn= β1+ · · ·+βn.

Theorem 7.3.(Schur–Horn) Let a∈ Rn be a vector which majorisesλ ∈ Rn, then
there is positive semidefinite real n×n matrix A with diagonal a and eigenvaluesλ .

Example 7.5.Let a∈ Rn be a vector with

0≤ a1,a2, . . . ,an≤ 1, a1+a2+ · · ·+an = d,

and λ = en−d+1 + · · ·+ en = (0, . . . ,0,1, . . . ,1) (n− d zeros andd ones). Thena
majorisesλ , by the calculation

k

∑
j=1

a j ≥
k

∑
j=1

λ j = 0, 1≤ k≤ n−d,

k

∑
j=1

a j = d−
n

∑
j=k+1

a j ≥ d− (n−k) = d−n+k=
k

∑
j=1

λ j , n−d+1≤ k≤ n.

Thus there exists a semidefinite matrixA with eigenvaluesλ , i.e., an orthogonal
projection of rankd, and diagonala. This matrix is the Gramian of a normalised
tight frameV = [v1, . . . ,vn] for Rd with ‖v j‖2 = a j , 1≤ j ≤ n.

Thus, we have:

Corollary 7.1. (Existence) There is a normalised tight frame V= [v1, . . . ,vn] for
H = Fd with norms‖v j‖2 = a j , 1≤ j ≤ n, if and only if

0≤ a1,a2, . . . ,an≤ 1, a1+a2+ · · ·+an = d. (7.8)

Example 7.6.(Equal–norm tight frames). By takinga j =
d
n , 1≤ j ≤ n, we conclude

that an equal–norm tight frame ofn≥ d vectors forFd exists (for everyn andd),
i.e., Fn,Fd is a nontrivial variety. Explicit constructions are given by Example 2.4,
or, more generally, group frames (see§10).



158 7 The algebraic variety of tight frames

7.5 The construction of tight frames with given norms

All normalised tight frames are the orbit of any given oneV = [v1, . . . ,vn] ∈Nn,Fd

under the action right multiplication by then× n unitary matrices. It is therefore
natural to try and move along the varietyNn,Fd by using unitary matricesU that only
make small (hence controlled) changes. Here we considerU of the formUαβ = δαβ ,
α,β 6∈ { j,k}, i.e.,

U =





















1
...

u j j u jk

. ..

uk j ukk

. . .

1





















← j

← k

(7.9)

These have the effect of fixing all vectors of[v1, . . . ,vn] except forv j andvk, which
transform to

v′j = avj +bvk, v′k =−eiθ (bvj −avk), (7.10)

whereVU = [v′1, . . . ,v
′
n] and

U |{ j,k}2 =




u j j u jk

uk j ukk



=




a −eiθ b

b eiθ a



 , |a|2+ |b|2+1, θ ∈ R. (7.11)

Since(VU)∗(VU) =V∗(U∗U)V =V∗V, we have theU conservation of norms

‖v′1‖2+‖v′2‖2+ · · ·+‖v′n‖2 = ‖v1‖2+‖v2‖2+ · · ·+‖vn‖2,

which for matrices of the form (7.9) gives

‖v′j‖2+‖v′k‖2 = ‖v j‖2+‖vk‖2. (7.12)

We now investigate precisely what norms thev′j (and hencev′k) of (7.10) can take.

Lemma 7.1.Let v,w∈ Fd. Then for a,b∈ F with |a|2+ |b|2 = 1, we have

∣
∣
∣‖av+bw‖2− 1

2
(‖v‖2+‖w‖2)

∣
∣
∣≤ 1

2

√

(‖v‖2−‖w‖2)2+4|〈v,w〉|2, (7.13)

where the maximum and minimum of‖av+bw‖ over |a|2+ |b|2 = 1 give equality.

Proof. Without loss of generality, we suppose that

a= t, b= σ
√

1− t2, 0≤ t ≤ 1, σ ∈ F, |σ |= 1.
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It therefore suffices to find the maxima and minima off = fσ : [0,1]→ R given by

f (t) := ‖tv+σ
√

1− t2w‖2 = t2‖v‖2+(1− t2)‖w‖2+2t
√

1− t2α,

whereα = ασ := ℜ(σ〈v,w〉), and then to optimise these values over|σ |= 1. These
calculations (see Exer. 7.2) give the result. ⊓⊔

Example 7.7.The interval (7.13) for the norms‖av+bw‖, |a|2+ |b|2 = 1, is smallest
whenv andw are orthogonal, i.e.,〈v,w〉= 0, which gives

min{‖v‖,‖w‖} ≤ ‖av+bw‖ ≤max{‖v‖,‖w‖}, (7.14)

and largest whenv andw are linearly dependent, i.e.,|〈v,w〉|= ‖v‖‖w‖, which gives

0≤ ‖av+bw‖2≤ ‖v‖2+‖w‖2. (7.15)

Without any knowledge of〈v,w〉, it is only possible to construct vectors in the
interval (7.14). This is sufficient for our purposes.

Lemma 7.2.If V = [v1, . . . ,vn] is a normalised tight frame forFd, and

min{‖v j‖,‖vk‖} ≤ r ≤max{‖v j‖,‖vk‖}, (7.16)

then there exists a real n×n unitary matrix U of the form (7.9) with

‖v′j‖= r, ‖v′k‖=
√

‖v j‖2+‖vk‖2− r2,

where[v′1, . . . ,v
′
n] :=VU.

Proof. By Lemma 7.1 there area,b∈ F with ‖av+bw‖= r, |a|2+ |b|2 = 1. Since

g(t) := ‖tv j ±
√

1− t2vk‖

is a continuous function oft with g(0) = ‖vk‖, g(1) = ‖v j‖, we can choose such
a,b ∈ R, and determine them by solvingg(t) = r. A unitary matrixU with the
desired properties is then given by (7.11). ⊓⊔

Example 7.8.One can take theU above to be aGivens rotation, by the choice

a= cosψ, b=−sinψ, eiθ =−1,

or to be aHouseholder transformation I−2wwT , by the choice

w j =

√

1−a
2

, wk =

{
− b√

2(1−a)
, a 6= 1;

1, a= 1
wℓ = 0, ℓ 6= j,k.
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We now use Lemma 7.2 to give a constructive proof of Corollary7.1, i.e., to
construct a normalised tight frameV = [v1, . . . ,vn] with given norms‖v j‖2 = a j ,
1≤ j ≤ n, wherea∈ Rn satisfies (7.8). Since‖v′j‖ is an average of‖v j‖ and‖vk‖,
one must take some care.

We now describe the algorithm of [FWW06], which starts with a normalised tight
frame with large intervals (7.16), and moves it closer to onewith the desired norms.
Another algorithm based on the factorisation of elements ofU(Rd) into Givens
rotations was given earlier by [Cas04], [CL06].

Algorithm (for constructing a tight frame with given norms): Suppose that

1≥ a1≥ a2≥ ·· · ≥ an≥ 0, a1+a2+ · · ·+an = d.

Starting withV(0), we construct iteratesV(k) = [v(k)1 , . . . ,v(k)n ] ∈Nn,Fd with

(i) ‖v(k)j ‖2 = a j , 1≤ j ≤ k.

(ii) ‖v(k)j ‖2≥ ak+1 or ‖v(k)j ‖= 0, k+2≤ j ≤ n.

In view of (7.12),V(n−1) has norms‖v j‖2 = a j , ∀ j, and so gives the desired frame.

• Let V(0) = [B,0] with B unitary, e.g.,V(0) = [e1, . . . ,ed,0, . . . ,0].
• Suppose thatV(k), 0≤ k≤ n−2, has been constructed. There are three cases:

1. If ‖v(k)k+1‖2 = ak+1, then we can takeV(k+1) =V(k).

2. If ‖v(k)k+1‖2 < ak+1, thenak+1≤ ‖v(k)j0
‖2, for somek+2≤ j0≤ n.

3. If ‖v(k)k+1‖2 > ak+1, thenak+1≥‖v(k)j0
‖2 or‖v(k)j0

‖2 = 0, for somek+2≤ j0≤ n.

(see Exer. 7.3) Interchange the vectorsv(k)k+2 andv(k)j0
in the cases 2 and 3.

• Sinceak+1 is in the interval (7.16) given byv(k)k+1 and v(k)k+2, there is a unitary

matrixU of the form (7.9) for whichV(k+1) :=V(k)U satisfies

v(k+1)
j = v(k)j , j 6= k+1,k+2, ‖v(k+1)

k+1 ‖2 = ak+1.

Sinceak+1≥ ak+2, it follows thatV(k+1) ∈Nn,Fd satisfies properties (i) and (ii).

Example 7.9.Here we construct an equal–norm tight frame of three vectorsfor R2.
We start withV(0) = [e1,e2,0]. Since the first two columns are orthonormal, every

vectorav(0)1 +bv(0)2 , a2+b2 = 1, has norm 1 (the interval of Lemma 7.1 is a single
point). Thus we take a linear combination of the first and third columns given by a
Givens rotation

V(0)U =




1 0 0

0 1 0








cosθ 0 sinθ

0 1 0



 , U :=








cosθ 0 sinθ

0 1 0

−sinθ 0 cosθ







.
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Clearly the first column can take any norm between 0 and 1. We want it to be
√

2/3,
and so take cosθ =

√

2/3, sinθ =
√

1/3, to obtain

V(1) =





√
2
3 0

√
1
3

0 1 0



 .

Applying a rotation with fixes the first column (which has the desired norm) gives

V(1)U =





√
2
3 −
√

1
3 sinψ

√
1
3 cosψ

0 cosψ sinψ



 , U :=








1 0 0

0 cosψ sinψ

0 −sinψ cosψ







.

The squared norm of the second column above can take any valuebetween1
3 and 1.

Choosing cosψ =−1/
√

2, sinψ = 1/
√

2 gives the equal–norm tight frame

V(2) =

√

2
3




1 −1

2 −1
2

0 −
√

3
2

√
3

2



 .

The algorithm presented moves between certain elements of the varietyNn,Fd ,
i.e., those satisfying (i) and (ii), by using Lemma 7.2. The next example indicates
how one can move on the variety by using the more general Lemma7.1.

Example 7.10.Consider the tight frame of three equally spaced unit vectors

V = [v1,v2,v3] =




1 −1

2 −1
2

0
√

3
2 −

√
3

2



 .

We will transform this to a tight frame with a two orthogonal vectors and the zero
vector, by right multiplication by unitary matrices. Sincethe vectorsv j have unit
norm, Lemma 7.2 cannot be applied. Since|〈v j ,vk〉|= 1

2, j 6= k, by Lemma 7.1 we
can choosea2+b2 = 1 so that‖avj +bvk‖2 is as small as12 and as large as32. The
choice

V(1) :=VU =




1 0 − 1√

2

0 −
√

3√
2

0



 , U =








1 0 0

0 1√
2

1√
2

0 − 1√
2

1√
2







,

gives squared norms 1, 3
2,

1
2 and|〈v(1)1 ,v(1)3 〉| = 1√

2
. Thus 0≤ ‖av(1)1 +bv(1)3 ‖2 ≤ 3

2,
we obtain
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V(2) =V(1)U =





√
3√
2

0 0

0 −
√

3√
2

0



 , U =








√
2√
3

0 1√
3

0 1 0

− 1√
3

0
√

2√
3







.

Since every unitary matrix is a product of matrices of the form (7.9), it is not
difficult to imagine that one could move from any element ofNn,Fd to any other by
right multiplying by a finite sequence of such matrices.

Notes

The existence of equal–norm tight frames was not widely known until recently.
This question was raised at Bommerholz in September 2000 (see [BF03]), and
was “settled” in various ways: retrospectively [GVT98], byexplicit constructions
[Zim01],[RW02] and by minimisation of the frame potential [BF03]. The connec-
tion with results such as the Schur–Horn majorisation theorem are now well known
and there are sophisticated algorithms [Str12],[CFM12], [CFM+13],[FMP16] for
moving over the varietiesNn,Fd andFn,Fd . The corresponding algebraic varieties
of spherical(t, t)–designs fort 6= 1 (see§6.9) are far less studied.
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Exercises

7.1.Let U(Fn), the real Lie group ofn× n unitary matrices overF, act onNn,Fd

(the normalised tight frames ofn vectors forFd) via right multiplication.
(a) Show that the stabiliser ofV = [I ,0] ∈Nn,Fd is

Stab(V) = {




I 0

0 U



 : U ∈ U(Fn−d}.

(b) Since the action is irreducible, it follows thatNn,Fd is isomorphic toU(Fn)/Stab(V).
Use this to calculate its dimension.
Hint: dim(U(Cn)) = n2, dim(U(Rn)) = 1

2n(n−1).

7.2.For v,w∈ Fd andσ ∈ F, |σ |= 1, definef = fσ : [0,1]→ R by

f (t) := ‖tv+σ
√

1− t2w‖2 = t2‖v‖2+(1− t2)‖w‖2+2t
√

1− t2α,

whereα = ασ := ℜ(σ〈v,w〉).
(a) For a fixedσ , find a possible local maximum and minimum off = fσ over[0,1].
(b) Optimise the possible local maximum and minimum from (a)over all|σ |= 1.
(c) By considering the end pointst = 0,1 find the maximum and minimum offσ (t)
overt andσ .

7.3.Suppose that 1≥ a1 ≥ a2 ≥ ·· · ≥ an ≥ 0, a1+a2+ · · ·+an = d, and there is a

normalised tight frameV(k) = [v(k)1 , . . . ,v(k)n ] ∈Nn,Fd with

(i) ‖v(k)j ‖2 = a j , 1≤ j ≤ k.

(ii) ‖v(k)j ‖2≥ ak+1 or ‖v(k)j ‖= 0, k+2≤ j ≤ n.

Show that
(a) If ‖v(k)k+1‖2 < ak+1, thenak+1≤ ‖v(k)j0

‖2, for somek+2≤ j0≤ n.

(b) If ‖v(k)k+1‖2 > ak+1, thenak+1≥ ‖v(k)j0
‖2 or ‖v(k)j0

‖2 = 0, for somek+2≤ j0≤ n.





Chapter 8
Projective unitary equivalence and fusion frames

Two finite sequences of vectorsΦ = (v j) andΨ = (w j) in inner product spaces are
unitarily equivalent if and only if their respective inner products (Gramian matrices)
are equal (Corollary 2.1,§3.4). Forprojective unitary equivalence, i.e.,

v j = α jUw j , ∀ j,

where|α j | = 1, ∀ j, andU is unitary, the inner products are not projective unitary
invariants, since

〈v j ,vk〉= 〈α jUw j ,αkUwk〉= α jαk〈w j ,wk〉.

Obvious projective invariants are

〈v j ,v j〉= ‖v j‖2,
〈v j ,vk〉〈v j ,vk〉= |〈v j ,vk〉|2,

but these don’t characterise projective unitary equivalence, unless(v j) is orthogonal.
A projective unitary invariant is given by

〈v j ,vk〉〈vk,vℓ〉〈vℓ,v j〉.

These “triple products” do characterise projective unitary equivalence when none of
the inner products〈v j ,vk〉 are zero, e.g., for equiangular frames, but not in general.

Here we show that finite sequences of vectors (lines) in innerproduct spaces are
projectively unitarily equivalent if and only if certain projective unitary invariants
(calledm–products) are equal (Theorem 8.1). This is proved by givingan algorithm
to recover a sequence of vectors (up to projective unitary equivalence) from a small
subset of these projective invariants, which are determined by a spanning tree for
the “frame graph”. We also extend our results to the projective similarity of vectors
in F–vector spaces (whereF= F).

165
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8.1 Projective unitary equivalence

As in §2.3 and§3.4, finite sequences of vectorsΦ = (v j) andΨ = (w j) in (real or
complex) inner product spacesH1 andH2 areprojectively unitarily equivalent if
there is a unitary mapU : H1→H2 and unit scalarsα j , such that

w j = α jUv j , ∀ j, (8.1)

or, equivalently,
w jw

∗
j =U(v jv

∗
j )U
∗, ∀ j.

The study of lines inRd andCd, in particular, equiangular lines (Chapter 12),
is effectively the study of configurations of unit vectors upto projective unitary
equivalence. Many applications, such as signal analysis, depend only on frames up
to projective unitary equivalence. For example, if the vectors are multiplied by unit
modulus scalars, sayw j = α jv j , then the frame operator is unchanged, and so the
frame expansion is essentially unchanged, i.e.,

f = ∑
j
〈 f , w̃ j〉w j = ∑

j
〈 f ,α j ṽ j〉α jv j = ∑

j
〈 f , ṽ j〉v j , ∀ f .

The condition (8.1), can be written asw j = U(α jv j), i.e., (w j) and(α jv j) are
unitarily equivalent, which by the Gramian condition (see§3.4) is equivalent to

〈wk,w j〉= αkα j〈vk,v j〉, ∀ j,k. (8.2)

Equivalently, in terms of the Gramian:

FramesΦ andΨ are projectively unitarily equivalent if and only if

Gram(Ψ) =C∗Gram(Φ)C, (8.3)

whereC is the diagonal matrix with diagonal entriesα j .

This is a practicable method for determining projective unitary equivalence only
when the inner product space is real. In this caseα j = ±1, and so there are only
finitely many possible matricesC.

In view of (8.2), the inner products between vectors arenot projective unitary
invariants (in general). However, some products of them are, e.g.,

〈w j ,wk〉〈wk,wℓ〉〈wℓ,w j〉= 〈α jUv j ,αkUvk〉〈αkUvk,αℓUvℓ〉〈αℓUvℓ,α jUv j〉
= α jαk〈Uv j ,Uvk〉αkαℓ〈Uvk,Uvℓ〉αℓα j〈Uvℓ,Uv j〉
= 〈v j ,vk〉〈vk,vℓ〉〈vℓ,v j〉. (8.4)

This projective unitary invariant generalises in the obvious way.
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8.2 Them–products

Definition 8.1. Let Φ = (v j) be a sequence ofn vectors (in a Hilbert space). Then
them–products (or them–vertex Bargmann invariants) of Φ are

∆(v j1,v j2, . . . ,v jm) := 〈v j1,v j2〉〈v j2,v j3〉 · · · 〈v jm,v j1〉, 1≤ j1, . . . , jm≤ n. (8.5)

The 3–products will also be calledtriple products .

We observe that there are onlyfinitelymanym–products, and by the argument of
(8.4), we have

The m–products ofΦ are projective unitary invariants, i.e., ifΦ andΨ are
projectively unitarily equivalent, then they have the samem–products.

The main result of this chapter (Theorem 8.1) is the converseof this, i.e., that if
Φ andΨ have the samem–products then they are projectively unitarily equivalent.

Example 8.1.The 1–products, 2–products, and 3–products ofΦ = (v j) are

∆(v j) = 〈v j ,v j〉= ‖v j‖2,
∆(v j ,vk) = 〈v j ,vk〉〈v j ,vk〉= |〈v j ,vk〉|2,

∆(v j ,vk,vℓ) = 〈v j ,vk〉〈vk,vℓ〉〈vℓ,v j〉.

The 1–products and 2–products can be deduced from the 3–products, since

∆(v j ,v j ,v j) = 〈v j ,v j〉3, ∆(v j ,v j ,vk) = 〈v j ,v j〉|〈v j ,vk〉|2. (8.6)

Example 8.2.(Conjugation) Them–products are closed under complex conjugation,
i.e.,

∆(v j1,v j2, . . . ,v jm) = ∆(v jm, . . . ,v j2,v j1). (8.7)

Example 8.3.(Decompositions) We observe that in some casesm–products can be
decomposed into products of smaller ones, e.g.,

∆(v1,v2, . . . ,vn) =
∆(v1,v2, . . . ,vn−1)∆(v1,vn−1,vn)

∆(v1,vn−1)
, (8.8)

provided∆(v1,vn−1) 6= 0 andn≥ 2.

We now define the notion of a “generating set” for them–products.

Definition 8.2. A subset of them–products ofΦ (or the corresponding indices/cycles)
is adetermining set if all the m–products can be determined from them.

Example 8.4.If all the inner products between the vectors inΦ are nonzero, then
(8.8) implies that the triple products are determining set for them-products ofΦ .
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8.3 The frame graph

Here we give examples which show that orthogonality (zero inner products) between
vectors in a frame(v j) affect whichm–products determine it up to projective unitary
equivalence. This motivates the following definition (see [Str11], [AN13]).

Definition 8.3. Theframe graph (or correlation network ) of a sequence of vectors
(v j) is the graph with vertices{v j} (or the indicesj themselves) and

an edge betweenv j andvk, j 6= k ⇐⇒ 〈v j ,vk〉 6= 0.

Clearly, the frame graph is determined by the 2–products, and so projectively
unitarily equivalent frames have the same frame graph.

• Edges in the frame graph correspond to inner products which are nonzero.

•m–cycles in the frame graph correspond tom–products which are nonzero.

Example 8.5.(Empty graph) The frame graph of(v j) is empty (edgeless) if and only
if all the inner products between different vectors are zero, i.e., the nonzero vectors
are orthogonal. In this case, the Gramian is diagonal, and soby (8.3) all projectively
unitarily equivalent frames have the same Gramian, i.e., the frame(v j) is determined
up to projective unitary equivalence by its 2–products.

Example 8.6.(Complete graph) We will see (Example 8.11) that if a frame has a
complete frame graph, then it is determined up to projectiveunitary equivalence by
its triple products.

Example 8.7.(n–cycle) Let(ej) be the standard basis vectors inCn. Fix |z|= 1, and
let

v j :=

{

ej +ej+1, 1≤ j < n,

en+ze1, j = n.

Then the frame graph of(v j) is then–cycle (v1, . . . ,vn), and so the only nonzero
m–products for distinct vectors are

∆(v j) = ‖v j‖2 = 2, 1≤ j ≤ n, (8.9)

∆(v j ,v j+1) = |〈v j ,v j+1〉|2 = 1, 1≤ j < n, (8.10)

∆(v1,v2, . . . ,vn) = z, (8.11)

and their complex conjugates. Therefore, different choices for z give projectively
unitarily inequivalent frames. Thus, forn> 3, the vectors(v j) are not defined up to
projective unitary equivalence by their triple products.

Example 8.8.(Connected components) The vectors in a connected component of the
frame graph are orthogonal to all the other vectors of the frame, and hence a frame
is union (see§5.1) of the frames given by the vertices of each connected component.
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8.4 Characterisation of projective unitary equivalence

We now show that a sequence ofn vectors is determined up to projective unitary
equivalence by itsm–products for 1≤m≤ n (or a determining set).

This is done by using them–products ofΦ = (v j) to construct all the possible
GramiansG= [〈wk,w j〉] given by sequences of vectors(w j) which are projectively
unitarily equivalent toΦ (and so have the samem–products asΦ).

We motivate the proof with an example. LetΦ = (v j) be the frame forR3 given

Φ =
(








1

0

0







,








−1
2√
3

2

0







,








−1
2

−
√

3
2

0







,








0

0

1








)
,

i.e., three equally spaced unit vectors in a 2–dimensional subspace together with a
unit vector orthogonal to them all. The frame graph ofΦ has an edge between each
pair of the pointsv1,v2,v3, andv4 as an isolated point. By (8.3), all the possible
Gramians of framesΨ = (w j) which are projectively equivalent toΦ are given by

G= [〈wk,w j〉] =CGram(Φ)C∗ =











1 −1
2α1α2 −1

2α1α3 0

−1
2α2α1 1 −1

2α2α3 0

−1
2α3α1 −1

2α3α2 1 0

0 0 0 1











, |α j |= 1.

Here we assume that only them–products ofΦ are known, so above we only know
the modulus of the inner products between vectors inΦ (this happens to be12 for
vectors which are not orthogonal). Clearly, any of the nonzero inner products (which
correspond to edges) is a free variable of the form〈w j ,wk〉= |〈v j ,vk〉|a, |a|= 1. We
suppose that〈w1,w2〉 = 1

2a, |a| = 1 (we could choose any edge). Effectively, we
have fixedα1 andα2 (without knowing〈v1,v2〉). We now consider an edge from
one of the pointsv1,v2 (which have already been scaled) to an unscaled point, say
v2 to v3. Sincev3 has not been scaled, we can chooseα3, so that〈w2,w3〉 = 1

2b,
|b| = 1, is a second free variable. We now have a spanning tree for the connected
component of the frame graph which involves the verticesv1,v2,v3. The remaining
edge (fromv3 to v1) no longer corresponds to a free variable (α1,α2,α3 have been
fixed). This edge is in a cycle(v1,v2,v3), where the inner products corresponding
to the other edges of the cycle are free variables (i.e., belong to the spanning tree),
and so the inner product〈w3,w1〉 given by this edge is determined by them–product
given by the cycle

∆(w1,w2,w3) = ∆(v1,v2,v3) =⇒
(1

2
a
)(1

2
b
)(

〈w3,w1〉
)

=
(

−1
2

)3

=⇒ 〈w1,w3〉=−
1
2

ab.
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This example illustrates the main points of the proof below:

The edges in a spanning tree for a connected component of the frame graph
of Φ correspond to inner products which can be taken as free variables. Once
these are chosen (with the appropriate moduli), then there is a unique choice
for the others (determined by them–products ofΦ) which gives the Gramian
of a frame which is projectively unitarily equivalent toΦ .

We recall the following facts:

• Every finite graphΓ has a spanning tree (forest)T .
• For each edgee∈Γ \T , there is a unique cycle ine∪T called thefundamental

cycle(corresponding toe).

Theorem 8.1.(Characterisation) SequencesΦ = (v j) andΨ = (w j) of n vectors
are projectively unitarily equivalent if and only if their m–products are equal, i.e.,

∆(v j1,v j2, . . . ,v jm) = ∆(w j1,w j2, . . . ,w jm), 1≤ j1, . . . , jm≤ n, 1≤m≤ n.

Proof. We have already observed that projectively unitarily equivalent sequences
have the samem–products. We therefore suppose thatΦ andΨ have the same
m–products, and will show that we can chooseα1, . . . ,αn so that (8.2) holds. The
Gramians ofΦ andΨ are block diagonal (with entries having the same moduli),
with blocks given by the vertices of the connected components of the common frame
graph. We therefore assume without loss of generality that there is a single block,
i.e., the frame graphΓ is connected.

Spanning tree argument.Find a spanning treeT of Γ with root vertexr. By
working outwards from the rootr, we can multiply the verticesv∈ Γ \{r} by unit
scalarsαv so that for an edge{v j ,vk} ∈T , (8.2) holds, i.e.,

〈wk,w j〉= αkα j〈vk,v j〉.

In this way, we can chooseα1, . . . ,αn so that (8.2) holds for all edges{v j ,vk} ∈T .
Completing cycles.It remains only to show that (8.2) also holds for all edges

e= {v j ,vk} ∈ Γ \T . Let (v j ,vk,vℓ1, . . . ,vℓr ) be the fundamental cycle given by the
edgee= {v j ,vk}. Since them–products are equal, and the other edges in this cycle
belong toT , we obtain

∆(w j ,wk,wℓ1, . . . ,wℓr ) = 〈w j ,wk〉〈wk,wℓ1〉〈wℓ1,wℓ2〉 · · · 〈wℓr ,w j〉
= 〈w j ,wk〉αkαℓ1〈vk,vℓ1〉αℓ1αℓ2〈vℓ1,vℓ2〉 · · ·αℓr α j〈vℓr ,v j〉
= (αkα j〈w j ,wk〉)〈vk,vℓ1〉〈vℓ1,vℓ2〉 · · · 〈vℓr ,v j〉
= 〈v j ,vk〉〈vk,vℓ1〉〈vℓ1,vℓ2〉 · · · 〈vℓr ,v j〉
= ∆(v j ,vk,vℓ1, . . . ,vℓr ),

and cancellation gives (8.2) for the edge{v j ,vk} ∈ Γ \T . ⊓⊔
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Above we associated the (directed)m–cycle(v j1, . . . ,v jm) in the frame graph with
the nonzerom–product∆(v j1, . . . ,v jm). Form≥ 3, all m–products can be calculated
from those corresponding to simple cycles, since if a cycle crosses ata, we have

∆(v1, . . . ,vs,a,w1, . . . ,wt ,a) = ∆(v1, . . . ,vs,a)∆(w1, . . . ,wt ,a). (8.12)

Thecycle spaceof a finite graphΓ is the set of itsEulerian subgraphs (those
with vertices of even degree). This can be viewed as aZ2–vector space, where the
addition is the symmetric difference of sets. From this, it follows that the cycle space
is spanned by the simple cycles (and its elements are disjoint unions of cycles). If the
sum of two simple cycles is a simple cycle (in the frame graph), then corresponding
m–product can be determined from those of the summands

∆(v1, . . . ,vs,e1, . . . ,er)∆(w1, . . . ,wt ,er , . . . ,e1)

= ∆(e1,e2) · · ·∆(er−1,er)∆(v1, . . . ,vs,e1,w1, . . . ,wt ,er).

Combining these observations, we have:

A determining set for them–products ofΦ is given by the 2–products and the
m–products corresponding to a basis for the cycle space of theframe graph.

The fundamental cycles corresponding to a spanning tree (forest) of a finite graph
form a basis for the cycle space, called afundamental cycle basis. We therefore
have the following strengthening of Theorem 8.1.

Corollary 8.1. A finite frameΦ , with frame graphΓ , is determined up to projective
unitary equivalence by a determining set for the m–products, e.g.,

1. The2–products.
2. The m–products,3≤ m≤ n, corresponding to a fundamental cycle basis (for

the cycle space ofΓ ) formed from a spanning tree (forest)T for Γ .

In particular, if M is the number of edges ofΓ \T , then it is sufficient to know all
of the2–products, and M of the m–products,3≤m≤ n.

Proof. It suffices to verify the condition of Theorem 8.1 for a determining set. ⊓⊔

Example 8.9.Let Φ = (v j) be four equiangular vectors withC> 0. The frame graph
of Φ is complete, andM = 6−3= 3. Spanning trees (see Figure 8.1) include

Tp := the pathv1,v2,v3,v4,

Ts := the star graph with internal vertexv1 and leavesv2,v3,v4.

ForTp, the fundamental cycles given by the edges{v1,v4}, {v1,v3}, {v2,v4} are

(v1,v2,v3,v4), (v1,v2,v3), (v2,v3,v4).



172 8 Projective unitary equivalence and fusion frames

v1

v2

v3

v4

v1

v2

v3

v4

Fig. 8.1: The spanning treesTp andTs (and cycle completions) of Example 8.9.

ForTs, the fundamental cycles given by the edges{v2,v3}, {v2,v4}, {v3,v4} are

(v1,v2,v3), (v1,v2,v4), (v1,v3,v4).

ThusΦ is determined up to projective unitary equivalence by its 2–products, and
the either of the following sets ofm–products

∆(v1,v2,v3,v4), ∆(v1,v2,v3), ∆(v2,v3,v4),

∆(v1,v2,v3), ∆(v1,v2,v4), ∆(v1,v3,v4).

8.5 Reconstruction from them–products

We now state the characterisation in way which summarises how all projectively
unitarily frames can be constructed from a small determining set ofm–products.

Theorem 8.2.(Reconstruction) SupposeΦ = (v j) is a frame of n vectors. LetΓ be
the frame graph ofΦ , T be a spanning tree (forest) forΓ , and

N = the number of edges inT ,

M = the number of edges inΓ \T .

Then the collection of all Gramians G= [〈wk,w j〉] of framesΨ = (w j) which are
unitarily projectively equivalent toΦ can be parameterised by N free variables.
More precisely, for each of the N edges{v j ,vk} ∈ T (choose an order) we have a
free variable

〈w j ,wk〉= |〈v j ,vk〉|a( j,k), |a( j,k)|= 1,

and for the remaining M edges e= {v j ,vk}∈Γ \T , 〈w j ,wk〉 is uniquely determined
by equality of the m–products ofΦ andΨ for the fundamental cycle given by e.
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Example 8.10.Let Φ = (v j) be the “two mutually unbiased bases” (see§8.6) forC2

given by

Φ =
(




1

0



 ,




0

1



 ,





1√
2

1√
2



 ,





1√
2

− 1√
2




)
, Gram(Φ) =











1 0 1√
2

1√
2

0 1 1√
2
− 1√

2
1√
2

1√
2

1 0

1√
2
− 1√

2
0 1











.

The frame graphΓ of Φ is the 4–cycle(v1,v3,v2,v4). A spanning treeT is given
by the pathv1,v3,v2,v4. Corresponding to the three edges ofT , we have three free
variables

〈w1,w3〉=
a√
2
, 〈w3,w2〉=

b√
2
, 〈w2,w4〉=

c√
2
.

The remaining inner product〈w4,w1〉 = 1√
2
z is determined the fundamental cycle

given by{v1,v4}, i.e., by completing the 4–cycle

〈w1,w3〉〈w3,w2〉〈w2,w4〉〈w4,w1〉= 〈v1,v3〉〈v3,v2〉〈v2,v4〉〈v4,v1〉,

which gives
abcz=−1.

Thus all the Gramians ofΨ which are projectively unitarily equivalent toΦ are
given by

G=











1 0 a√
2
−abc√

2

0 1 b√
2

c√
2

a√
2

b√
2

1 0

−abc√
2

c√
2

0 1











, |a|= |b|= |c|= 1.

This particularΦ is in fact determined up to projective unitary equivalence
by just its 2–products. This is because Sylvester’s criterion for G (as function of
a,b,c,z) to be positive semidefinite gives

det(G)=−1
4
(bz+ac)2

abcz
=−1

4

∣
∣
∣
∣

bz
ac

+1

∣
∣
∣
∣

2

≥ 0 =⇒ bz
ac

+1= 0 =⇒ z=−ac
b
.

In contrast, the(v j) of Example 8.7 forn= 4 also has frame graph a 4–cycle, but it
is not determined up to projective unitary equivalence by its 2–products (and triple
products).

We now consider those frames which are determined up to projective unitary
equivalence by their 2–products and triple products.
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8.6 Triple products, equiangular lines, SICs and MUBs

The following special case of Corollary 8.1 is often useful.

Corollary 8.2. (Triple products) A finite frameΦ is determined up to projective
unitary equivalence by its triple products (3–products) if the cycle space of its frame
graph is spanned by3–cycles (and so the cycle space has a basis of3–cycles).

Proof. The 2–products can be deduced from the triple products by (8.6). ⊓⊔

Example 8.11.(Chordal graphs) A graph is said to bechordal (or triangulated) if
each of its cycles of four or more vertices has a chord, and so the cycle space is
spanned by the 3–cycles. Hence a frame is determined by its triple products if its
frame graph is chordal. The extreme cases are the empty graph(orthogonal bases)
where there are no cycles, and the complete graph where all subsets of three vectors
lie on a 3-cycle (equiangular lines).

A set of equiangular lines given by a frameΦ is determined up to projective
unitary equivalence by the triple products ofΦ .

We now give an example (Corollary 8.3) where the cycle space of the frame
graph has a basis of 3–cycles, but the frame graph is not chordal.

Definition 8.4. A family of orthonormal basesB1,B2, . . . ,Bk for Cd is said to be
mutually unbiased if for r 6= j

|〈v,w〉|2 = 1
d
, v∈ Br , w∈ B j .

We callB1, . . . ,Bk a sequence ofk MUBs (mutually unbiased bases).

The maximal number of MUBs is a question of considerable interest (see§2.11).
The frame graph of two or more MUBs (d > 1) is not chordal, because there is a
4–cycle(v1,w1,v2,w2), v1,v2 ∈Br , w1,w2 ∈Bs not containing a chord.

We now show for three or more MUBs the cycle space of the frame graph is
spanned by the 3–cycles. This is not case for two MUBs (see Example 8.10).

Corollary 8.3. (MUBs) A frameΦ consisting of three or more MUBs inCd , d≥ 2,
is determined up to projective unitary equivalence by its triple products.

Proof. It suffices to show that the cycle space of the frame graphΓ of Φ has a
basis of 3–cycles. To this end, letB j , j = 1, . . . ,k, be the MUBs forCd, so thatΓ
is a completek–partite graph (with partite setsB j ). Fix v1 ∈B1 andv2 ∈B2. A
spanning treeT for Γ is given by taking an edge fromv1 to each vertex ofB j ,
j 6= 1, and an edge fromv2 to each vertex ofB1 \v1. Each of the remaining edges
of Γ \T gives a fundamental cycle. These have two types (see Figure 8.2):
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1. 1
2d2(k− 1)(k− 2) edges between vertices inBr andBs, r,s 6= 1, which give
fundamental 3–cycles (involvingv1).

2. (d−1)((k−1)d−1) edges between verticesu∈B1\v1 andw∈ ∪ j 6=1B j \v2,
which give fundamental 4–cycles(u,w,v1,v2). These can be written as a sum
(symmetric difference) of the 3–cycles(u,w,v2) and(v1,v2,w).

Thus the cycle space is spanned by 3–cycles. ⊓⊔

v1

v2

v1
v1

u
v2

w

Fig. 8.2: Details from the proof of Corollary 8.3 for MUBsB1,B2,B3 in C3. The frame graphΓ ,
the spanning treeT , and fundamental cycles of type 1 and 2.

There exist graphs which are not chordal, with every edge on a3–cycle (as is the
case for the frame graph of three or more MUBs), but for which the cycle space is
not spanned by 3–cycles (see Figure 8.3).

Fig. 8.3: A nonchordal graph for which each edge is on a 3–cycle.
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8.7 Projective similarity and canonicalm–products for vector
spaces

We now use the previous results to characteriseprojective similarity.
Let Φ = (v j) j∈J andΨ = (w j) j∈J be finite sequences of vectors which span

vector spacesX andY over a subfieldF of C. We say thatΦ andΨ aresimilar if
there is an invertible linear mapQ : X→Y with

w j = Qvj , ∀ j,

and areprojectively similar if there unit scalarsα j andQ invertible, with

w j = α jQvj , ∀ j.

Assume thatF = F. Then the canonical GramianPΦ ∈ FJ×J is defined (see§),
and

LΦ : X→ ran(PΦ) : v j 7→ Pej

is an invertible linear map. Now(PΦej) and(PΨ ej) are projectively similar if and
only if (α jPΦej) and(PΨ ej) are similar (forα j as above). But(α jPΦej) and(PΨ ej)
are normalised tight frames, and so are similar if and only ifthey are unitarily equiv-
alent (see Exer. 2.5). Combining these observations gives:

Φ = (v j) andΨ = (w j) are projectively similiar

⇐⇒ (PΦej) and(PΨ ej) are projectively similiar

⇐⇒ (PΦej) and(PΨ ej) are projectively unitarily equivalent.

(8.13)

This motivates the definition:

Definition 8.5. Let Φ = (v j) be a finite sequence of vectors in anF–vector space,
with F = F. Then thecanonical m–products of Φ are them–products of(PΦej),
which we denote by

∆C(v j1, . . . ,v jm) := ∆(PΦej1, . . . ,PΦejm) = p j1 j2 p j2 j3 · · · p jm j1, (8.14)

wherePΦ = [pk j].

These depend onΦ as well asv j1, . . . ,v jm, (unlike the usualm–products), and
one could use notation such as∆ Φ

C = ∆C the emphasize this. In this way, we may
apply Theorem 8.1.

Theorem 8.3.(Characterisation) LetΦ = (v j) andΨ = (w j) be finite sequences of
vectors in vector spaces over a subfieldF of C with F= F. Then

1. Φ andΨ are similar if and only if PΦ =PΨ (the canonical Gramians are equal).
2. Φ andΨ are projectively similar if and only if their canonical m–products (for

a determining set) are equal.



8.7 Projective similarity and canonicalm–products for vector spaces 177

Proof. The first follows from Proposition 4.1, and second from the observation
(8.13) and Theorem 8.1. ⊓⊔

For projective similarity, one can calculate theα j andQ in w j =α jQvj explicitly:

Corollary 8.4. (Construction) Suppose thatΦ = (v j) andΨ = (w j) are projectively
similar, i.e., wj = α jQvj , ∀ j, and Γ is the frame graph of(PΦej). Then the unit
scalarsα j are unique up to multiplication of those corresponding to a component
of Γ by a unit scalar. All possible choices for(α j) can be constructed as follows

1. Fix theα j corresponding to the root(s) of a spanning tree (forest) forΓ .
2. Determine the remainingα j by the applying the spanning tree argument to

PΨ =C∗PΦC, C= diag(α j).

The invertible linear map Q is then defined by Q(α jv j) = w j , ∀ j.

We illustrate this with a simple example (also see§9.7).

Example 8.12.Suppose thatΦ = (v j) andΨ = (w j) span 2–dimensional spaces,
say, for simplicity,

a1v1+a2v2+a3v3 = 0, |a1|2+ |a2|2+ |a3|2 = 1,

b1w1+b2w2+b3w3 = 0, |b1|2+ |b2|2+ |b3|2 = 1.
(8.15)

For a general fieldF, it may not be possible to normalise the vectora= (a1,a2,a3)
T ,

which spans dep(Φ), in which case one can modify the argument below. We have

PΦ = I −aa∗ =








1−|a1|2 −a1a2 −a1a3

−a1a2 1−|a2|2 −a2a3

−a1a3 −a2a3 1−|a3|2







. (8.16)

The canonical 2–products are uniquely determined by the|a j |, since

∆C(v j ,v j) = (1−|a j |2)2, ∆C(v j ,vk) = |−a jak|2 = |a j |2|ak|2, j 6= k,

as are the canonical 3–products corresponding to a 3–cycle

∆C(v j ,vk,vℓ) = (−a jak)(−akaℓ)(−aℓa j) =−|a j |2|ak|2|aℓ|2.

Thus

1. Φ andΨ are similar if and only ifa jak = b jbk, ∀ j,k.
2. Φ andΨ are projectively similar if and only if|a j |= |b j |, ∀ j.

We now suppose thatΦ andΨ are projectively similar, i.e.,w j = α jQvj , ∀ j, and
calculate(α j) andQ from
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PΨ =C∗PΦC=








1−|a1|2 α1α2(−a1a2) α1α3(−a1a3)

α2α1(−a1a2) 1−|a2|2 α2α3(−a2a3)

α3α1(−a1a3) α3α2(−a2a3) 1−|a3|2







, (8.17)

and the frame graphΓ of (PΦej). In view of (8.15) are (8.16), there only are three
possibilities forΓ (up to graph isomorphism).

Γ is complete, i.e., a1,a2,a3 6= 0. A spanning tree forΓ is given by the path
PΦe1,PΦe2,PΦe3. Fix α1 (corresponding to to the root), thenα2,α3 are determined
by the entries of (8.17) corresponding to the edges, i.e.,

α1α2(−a1a2) =−b1b2, α2α3(−a2a3) =−b2b3.

Solving these gives

α2 =
b1b2

a1a2
α1, α3 =

b2b3

a2a3
α2 =

b2b3

a2a3

b1b2

a1a2
α1 =

b1b3

a1a3
α1.

Thus, withα1 fixed, sayα1 = 1, Q is given by

Q(v1) = w1, Q
(b1b2

a1a2
v2

)

= w2.

SupposeΓ is not complete, say−a2a3 = 0 with a3 = 0, then (8.17) reduces to

PΨ =C∗PΦC=








1−|a1|2 α1α2(−a1a2) 0

α2α1(−a1a2) 1−|a2|2 0

0 0 1−|a3|2







,

where one ofa1,a2 must be nonzero, saya1 6= 0. This gives the remaining two cases.
Γ has one edge, i.e.,a1,a2 6= 0,a3 = 0. The edgePΦe1,PΦe2 together withPΦe3

is a spanning forest. Fixα1,α3 (corresponding to the roots). Thenα2 is given by

α1α2(−a1a2) =−b1b2 =⇒ α2 =
b1b2

a1a2
α1.

Thus, withα1,α3 fixed, sayα1,α3 = 1, Q is given by

Q(v1) = w1, Q(v3) = w3.

Γ has no edges, i.e., a1 6= 0, a2,a3 = 0. The verticesPΦe1,PΦe2,PΦe3 are a
spanning forest. We can make any choice forα1,α2,α3, and thenQ is determined
by Q(α jv j) = w j . Herea1v1 = 0, sov1 = 0, and so thej = 1 equation is vacuous.
Thus, forα2 = α3 = 1, Q is given by

Q(v2) = w2, Q(v3) = w3.
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8.8 Fusion frames

As observed in (2.6), the frame expansion for a finite tight frame( f j) for H can be
written

f =
1
A ∑

j
〈 f , f j〉 f j = ∑

j
c jPWj f , ∀ f ∈H ,

wherec j =
1
A‖ f j‖2 ≥ 0, andPWj is the orthogonal projection ontoWj := span{ f j}.

This expansion isprojectively invariant, i.e., it only depends on the vectors up to
multiplication by unit modulus scalars. It can be generalised by letting theWj be
subspaces with any possible dimension, to obtain atight fusion frame.

Let (Wj) j∈J be subspaces ofH and(c j) j∈J be nonnegative weights. Then the
collection of pairs{(Wj ,c j)} is atight fusion frame for H if for someA> 0

f =
1
A ∑

j∈J
c jPWj f , ∀ f ∈H . (8.18)

Many (projectively invariant) results for tight frames extend to tight fusion frames,
e.g., taking the trace of the linear operators in (8.18) generalises (2.9) to

∑
j

c j dim(Wj) = dA, d := dim(H ). (8.19)

A tight fusion frame(Wj),(c j) for H is normalised if A= 1, i.e.,∑ j c j = dim(H ).

The finite normalised tight frames( f j) for H (up to projective equivalence)
are equivalent to the tight fusion frames(Wj),(c j) for H with

dim(Wj) = 1, c j 6= 0, ∑
j

c j = dim(H ),

via c j = ‖ f j‖2, Wj = span{ f j}.

Example 8.13.A trivial tight fusion frame is given by taking a single subspace, i.e.,
W1 = H , c1 = 1.

Example 8.14.If {(Wj ,c j)} is a normalised tight fusion frame forH , then (8.18)
and (8.19) give

∑
j

c jPWj = I = IH =⇒ ∑
j

c j(I −PWj ) = (d−1)I =⇒ ∑
j

c j

d−1
PW⊥j

= I .

Thus{(W⊥j ,
c j

d−1)} is a normalised tight fusion frame forH , d = dim(H ) > 1.
When {(Wj ,c j)} is a tight frame, this fusion frame expresses the identity asa
weighted sum of orthogonal projections onto hyperplanes.
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Example 8.15.There is no tight fusion frame forC3 consisting two 2–dimensional
subspaces. If there were, then the construction of Example 8.14 would give a tight
frame of two vectors forC3.

The study of nontight fusion frames (frames of subspaces) was initiated by
[AK05], [CKL08]. It parallels theory of frames. We now give afew of the salient
definitions and details. Thefusion frame operator of the subspace and nonnegative
weight pairs{(Wj ,c j)} j∈J is the positive semidefinite operatorS: H →H given
by

S f := ∑
j

c jPWj f , ∀ f ∈H .

The collection{(Wj ,c j)} is afusion frame for H if S is boundedly invertible, i.e.,

AIH ≤ S≤ BIH (Loewner order),

which is equivalent to

A‖ f‖2≤ 〈S f, f 〉= ∑
j

c j‖PWj f‖2≤ B‖ f‖2, ∀ f ∈H .

To calculate the orthogonal projectionsPWj in the fusion frame operatorSone can
introduce alocal frameF j = ( f jk)k∈K j for eachWj , so that (see Exer. 3.12)

PWj f = ∑
k∈K j

〈 f , f̃ jk〉 f jk = ∑
k∈K j

〈 f , f jk〉 f̃ jk, ∀ f ∈H ,

where f̃ jk = S−1
F j

f jk. The collection of triples{(Wj ,c j ,F j)} is known as afusion
frame system, and eachF j as alocal frame (for Wj ). The calculation ofS f can
bedistributedby using a fusion frame system, which is natural for sensor networks

(see [CKL08]). Let( f can
jk )k∈K j , f can

jk := S−1/2
F j

f jk be the canonical tight frame for a
local frameF j for Wj . Then the fusion frame operator can be written as

S f = ∑
j

c j ∑
k∈K j

〈 f , f can
jk 〉 f can

jk = ∑
j

∑
k∈K j

〈 f ,√c j f can
jk 〉
√

c j f can
jk , ∀ f ∈H ,

so that the fusion frame operator can be viewed as the frame operator of the frame
( f can

jk ) j∈J,k∈K j for H , which has frame boundsA andB as above. ThusS−1 f can
be calculated using theframe algorithm(see§3.9) and the distributed calculation
(parallel processing) ofS f outlined above. Thefusion frame expansionis

f = S−1S f = ∑
j

c jS
−1PWj f = ∑

j
c j ∑

k∈K j

〈 f , f̃ jk〉S−1 f jk, ∀ f ∈H .

The frame operator of a frame can similarly be calculated by aparallel algorithm.
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8.9 Signed frames

The tight frame expansion (8.8) can be generalised by letting the scalarsc j ≥ 0 take
(possibly negative) real values. We call such a configuration:

f = ∑
j

σ j〈 f , f j〉 f j = ∑
j

c jPWj f , ∀ f ∈H , (8.20)

σ j ∈ {±1}, f j ∈H , c j := σ j‖ f j‖2, Wj := span{ f j}, (8.21)

a tight signed frame for H with signatureσ = (σ j). By the polarisation identity,
the condition (8.20) is equivalent to

‖ f‖2 = ∑
j

σ j |〈 f , f j〉|2, ∀ f ∈H . (8.22)

Using this presentation, one can develop a theory ofsigned framesalong the lines
of that for frames (see [PW02], Exercises 8.1, 8.2).

Example 8.16.The tight signed frames with positive signatureσ = (1) are precisely
the normalised tight frames.

Example 8.17.Take any three unit vectors inR2 none of which are multiples of each
other. Then there are uniquec j that give a tight signed frame, which are given by

c j =
cos(β −α)

sinα sinβ
,

where−π/2≤ α < β ≤ π/2 are the (acute) angles from the subspace spanned by
this vector to those spanned by the other two. This is negative if α < 0, β > 0,
β −α < π/2, i.e., the subspace generated by the vector lies in the region between
the acute angle made by the other two.

+

+

+

+

−

+

+

−

+

Fig. 8.4: Tight signed frames of three vectors inR2 with the signature indicated.

Example 8.18.There exist tight signed frames ofn vectors forFd for any signature
which takes the value+1 at leastd times (see Exer. 8.3).
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8.10 Scaling the vectors of a frame to obtain a tight frame

We say a finite frame( f j) of (nonzero) vectors forH can bescaled to a tight frame1

if there are scalarsc j ≥ 0, such that

I = IH = ∑
j

c jPj , where Pj f := 〈 f ,u j〉u j , u j :=
f j

‖ f j‖
, (8.23)

i.e., (
√

c j f j) is a normalised tight frame forH . Similarly, we say that( f j) can be
scaled to a tight signed frameif (8.23) holds for some choice ofc j ∈ R.

We now use tight signed frames to consider the question:

When can a finite frame ofn vectors forH = Fd be scaled to a tight frame?

It turns out (Corollary 8.5), that for theparticular valueof n

n=

{
1
2d(d+1), H real;

d2, H complex
(8.24)

almost all sequences ofn vectors have a unique scaling to a tight signed frame for
H = Fd. In the generic situation, there is no scaling for less thann vectors, and
infinitely many for more thann vectors.

We first consider the geometry of the set of best possible scalings.

Proposition 8.1.(Best approximation)Let u1, . . . ,un be unit vectors inH . Then
the coefficients c= (c j)

n
j=1 ∈ Fn which minimise the Frobenius (matrix) norm

‖I −
n

∑
j=1

c jPj‖F , Pj f := 〈 f ,u j〉u j , (8.25)

are the solutions of the n×n linear system

Ac= [1], A := [|〈uk,u j〉|2]nj,k=1. (8.26)

In particular, (u j) can be scaled to a tight frame if and only if this minimum is zero
and there is a solution with cj ≥ 0.

Proof. We first recall (see Exer. 3.1), that〈Pj ,Pk〉F = |〈u j ,uk〉|2, 〈I ,Pk〉F = 1. The
minimum (least squares solution) of (8.25) occurs when (theerror) I −∑ j c jPj is
orthogonal to all thePk, i.e.,∀k

I −∑ jc jPj ⊥ Pk ⇐⇒ ∑ jc j〈Pj ,Pk〉F = 〈I ,Pk〉F ⇐⇒ ∑ jc j |〈u j ,uk〉|2 = 1.

⊓⊔
1 The termscalableis used in [KOPT13].
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We now seek a condition on the vectors(u j) which ensures thenormal equations
(8.26) have a unique solution, i.e., there is a unique scaling to a tight signed frame.
Let ◦ be the Hadamard (pointwise) product of matrices:(S◦T) jk := sjkt jk. Then the
matrixA in the normal equations is the Hadamard product

A := [|〈uk,u j〉|2] = B◦B, B := [〈uk,u j〉], (8.27)

whereB is the Gramian of(u j). We will use the Schur product theorem (cf [HJ91]).

Theorem 8.4.(Schur product) If A and B are positive semidefinite, then so is A◦B.
If, in addition, B is positive definite and A has no diagonal entry equal to zero, then
A◦B is positive definite.

The following Lemma gives a condition which ensures that[|〈uk,u j〉|2] (and
other matrices) is invertible. It uses Lebesgue measure onFd× ·· · ×Fd, and the
fact that the zero set of a nonzero polynomial has measure zero.

Lemma 8.1.For almost every v1, . . . ,vn ∈ Fd

rank([〈vk,v j〉r ]) = min{n,
(

d+ r−1
r

)

}, r ≥ 0.

For almost every v1, . . . ,vn ∈ Cd

rank([〈vk,v j〉r〈vk,v j〉
s
]) = min{n,

(
d+ r−1

r

)(
d+s−1

s

)

}, r,s≥ 0.

Proof. Let B = V∗V be the Gramian ofV = [v1, . . . ,vn]. The matrices above are
Hadamard products ofB andB, i.e., respectively

A := [〈vk,v j〉r ] = B◦B◦ · · · ◦B
︸ ︷︷ ︸

r times

,

A := [〈vk,v j〉r〈vk,v j〉
s
] = B◦B◦ · · · ◦B
︸ ︷︷ ︸

r times

◦B◦B◦ · · · ◦B
︸ ︷︷ ︸

s times

.

SinceB (and henceB) is positive semidefinite, it follows from the Schur product
theorem thatA is also. Almost every choice of(v j)

n
j=1 is in general position, and so

we may assume without loss of generality that they are chosento be so.
First suppose thatn ≤ d. Then the(v j) are linearly independent, so thatB is

positive definite, and by the Schur product theoremA is positive definite, giving
rank(A) = n, as asserted.

Hence it suffices to suppose thatn> d. Clearly, rank(A)≤ n. SinceB andV have
the same kernel, and rank(V) = d, the positive semidefinite matrixB = V∗V has
rankd. ThusB can be written

B=
d

∑
j=1

u ju
∗
j ,
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where{u j , . . . ,u j} is an orthogonal basis for the range ofB.
We now consider only the second case (the first is similar, following from the

algebra fors= 0). Expanding (see Exer. 8.4) gives

A= [〈vk,v j〉r〈vk,v j〉
s
] = B◦B◦ · · · ◦B
︸ ︷︷ ︸

r times

◦B◦B◦ · · · ◦B
︸ ︷︷ ︸

s times

=
d

∑
k1=1

· · ·
d

∑
kr=1

d

∑
j1=1
· · ·

d

∑
js=1

(uk1 ◦ · · · ◦ukr ◦u j1 ◦ · · · ◦u js)(uk1 ◦ · · · ◦ukr ◦u j1 ◦ · · · ◦u js)
∗,

a sum of at most
(d+r−1

r

)(d+s−1
s

)
rank one matrices (◦ is commutative), giving

rank(A)≤
(

d+ r−1
r

)(
d+s−1

s

)

.

Thus, it suffices to show that rank(A) = n, where

n=

(
d+ r−1

r

)(
d+s−1

s

)

,

for some choice of nonzero vectors(v j). Since det(A) is a polynomial inv1, . . . ,vn

andv1, . . . ,vn, this then implies that det(A) will be nonzero for almost every choice
of (v j), which gives the result.

The existence of vectors(v j) for which A is invertible follows from the fact that
Π ◦r,s(Cd) has a basis of ridge polynomialsz 7→ 〈z,v〉r〈z,v〉s (see Exer. 8.5). ⊓⊔

Theorem 8.5.(Equivalence) Let u1, . . . ,un be unit vectors in a Hilbert spaceH of
dimension d, where

n=

{
1
2d(d+1), H real;

d2, H complex.

Let A:= [|〈uk,u j〉|2]. Then the following are equivalent

(a) The n×n positive semidefinite matrix A is invertible.
(b) The vectors u1, . . . ,un have a unique scaling which gives a tight signed frame,

with the c of (8.23) given by c= A−1[1].
(c) The Hermitian forms onH have a basis given by

( f ,g) 7→ 〈 f ,u j〉〈u j ,g〉, j = 1, . . . ,n.

(d) The Hermitian operators onH have a basis given by the rank1 orthogonal
projections

Pj : f 7→ 〈 f ,u j〉u j , j = 1, . . . ,n.

Proof. (a)⇐⇒(b) As discussed in Proposition 8.1,A is the matrix giving the normal
equations for finding a best scaling. IfA is invertible, then the system∑ j c jPj = I
has a unique solution given byc= (c j) = A−1[1].
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We now consider the caseH = Cd. The caseH = Rd is similar, and easier. It
uses the indentification ofΠ ◦2 (Rd) with the symmetric bilinear forms onRd (real
Hermitian forms).

(a)⇐⇒(c) By taking r = s= 1 in Exer. 8.5, the invertibility ofA is equivalent
to the polynomialsz 7→ 〈z,u j〉〈u j ,z〉, 1≤ j ≤ n, being a basis forΠ ◦1,1(Cd). Using

the indentification ofΠ ◦1,1(Cd) with the Hermitian forms (see§6.7), we conclude
that the Hermitian forms( f ,g) 7→ 〈 f ,u j〉〈u j ,g〉, 1≤ j ≤ n, are a basis for the (real
vector space) of Hermitian forms onCd.

(c)⇐⇒(d) We observe the Hermitian operator corresponding to the Hermitian
form ( f ,g) 7→ 〈 f ,u j〉〈u j ,g〉 is P= u ju∗j . ⊓⊔

Corollary 8.5. (Scaling to a tight signed frame). LetH be a Hilbert space of di-
mension d, and

n=

{
1
2d(d+1), H real;

d2, H complex.

Then for almost every choice of unit vectors(u1, . . . ,un) in H there is a unique
scaling that gives a tight signed frame, with the constants cj in (8.23) given by

c= A−1[1], A := [|〈uk,u j〉|2]. (8.28)

Proof. We observe that det(A) is a polynomial inu1, . . . ,un (andu1, . . . ,un for H

complex). By Lemma 8.1, this polynomial is nonzero for almost every choice for
u1, . . . ,un. When it is nonzero, i.e.,A is invertible, Theorem 8.5 implies that there is
unique scaling of(u j) to a tight signed frame given by (8.28). ⊓⊔

Since the set of scalingsc of (u j) which give a tight signed frame is an affine
subspace (by Proposition 8.1), the numbern above is acut off. Almost all
sequences of less thann vectors don’t have a scaling to a tight signed frame,
and almost all sequences of more thann vectors have infinitely many such
scalings.

Example 8.19.(2 dimensions). Almost every set of three vectors inR2 can be
uniquely scaled to a tight signed frame. See Example 8.17 (and Figure 8.4) for a
description on when this scaling is a tight frame. Two vectors inR2 can be scaled
to a tight signed frame if and only if they are orthogonal. This shows directly that
almost every set of two vectors inR2 cannot be scaled to a tight signed frame.

Almost every set of four vectors inC2 can be uniquely scaled to a tight signed
frame forC2. The possible signatures are++++ (a tight frame),+++−, and
++−− (see Exer. 8.3).
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Notes

The characterisation of SICs up to projective unitary equivalence by their triple
products was given by [AFF11]. This work was adapted to the general case (which
includes MUBs) by [CW16] (see Theorems 8.1 and 8.2). The results of this chapter
allow projective objects such as spherical(t, t)–designs and frames viewed as fusion
frames to be classified (up to projective unitary equivalence) and their projective
symmetries to be determined (see§9.3).

There is ongoing interest in fusion frames, e.g., see [BE15], the Fusion frame
page of theFrame Research Centre, andwww.fusionframe.org.

Tight signed frames were introduced in [PW02], where their relationship to the
question of scaling to a tight frame (as presented here) was studied. The scaling
question was also addressed in [KOPT13], who gave geometricdescriptions of when
a frame can be scaled to a tight frame.

Exercises

8.1.Let (φ j)
n
j=1 be a sequence of vectors inH , andc j ∈ F be scalars.

(a) Show that there exists a representation of the form

f = ∑
j

c j 〈 f ,φ j〉φ j , ∀ f ∈H , (8.29)

if and only if
‖ f‖2 = ∑

j
c j |〈 f ,φ j〉|2, ∀ f ∈H . (8.30)

(b) Suppose that (8.29) holds. Show that there is a unique choice for (c j) which
minimises∑ j |c j |2, and that this satisfiesc j ∈ R, ∀ j. Prove the analogue of (2.9),
i.e.,

∑
j

c j ‖φ j‖2 = dim(H ).

8.2.Let ( f j)
n
j=1 be vectors inH , andσ = (σ j), σ j ∈ {±1}. We say that( f j) is a

signed framewith signatureσ for H if there exist (signed frame bounds)A,B> 0
with

A‖ f‖2≤∑
j

σ j |〈 f , f j〉|2≤ B‖ f‖2,∀ f ∈H . (8.31)

The signed frame operatorS;H →H of a vector, signature pair( f j), (σ j) is
given by

S f := ∑
j

σ j〈 f , f j〉 f j , ∀ f ∈H .

(a) Show that the frame operatorSof a signed frame with boundsA,B is invertible,
with (1/B)IH ≤ S−1≤ (1/A)IH .
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(b) For a signed frame( f j) with signatureσ and frame operatorS, define thedual
signed frame to be( f̃ j) with signatureσ , where f̃ j := S−1 f j . Show that the dual
signed frame is a signed frame with frame operatorS−1, and one has the expansion

f = ∑
j

σ j〈 f , f̃ j〉 f j = ∑
j

σ j〈 f , f j〉 f̃ j , ∀ f ∈H .

Define thecanonical tight signed frame to be ( f can
j ) with signatureσ , where

f can
j := S−1/2 f j , and show that this is a tight signed frame.

8.3.Show that there is a tight signed frame ofn vectors forFd with signatureσ if
and only ifσ takes the value+1 at leastd times.

8.4.Show that the Hadamard product satisfies

(aa∗)◦ (bb∗) = (a◦b)(a◦b)∗, ∀a,b∈ Fd.

8.5.Here we consider the spaceΠ ◦r,s(Cd) of Exer. 6.17, which has dimension

n=

(
d+ r−1

r

)(
d+s−1

s

)

.

Let v1, . . . ,vn ∈ Cd. Show that the following are equivalent
(a) The polynomialsp j : z 7→ 〈z,v j〉r〈v j ,z〉s are a basis forΠ ◦r,s(Cd).
(b) The point evaluationsδ j : f 7→ f (v j) are a basis for dual spaceΠ ◦r,s(Cd)′.

(c) Then×n positive semidefinite matrixA= [〈v j ,vk〉r〈v j ,vk〉
s
] is invertible.

Remark:SinceΠ ◦r,s(Cd) has a basis of ridge polynomialsz 7→ 〈z,v〉r〈v,z〉s, it follows
thatA is invertible for some choices of(v j).





Chapter 9
Symmetries of tight frames

The angle preserving transformations ofR2 form thereal orthogonal group

O(2) := {A∈ R2×2 : ATA= I},

which can be thought of as the symmetries of the inner productspaceH = R2.
One might reasonably hope that an expansion for this space would reflect this

structure as much as possible. To understand the issues involved here, consider an
orthonormal basis, and the tight frame of three equally spaced vectors.

The first is invariant (mapped to itself) under a reflection (which generates a group of
order 2), and the second is invariant under the dihedral group (of order 6) generated
by a rotation (through2π

3 ) and a reflection. Thus the three equally spaced vectors
have more of the symmetry of the spaceR2 than an orthonormal basis does. Further,
this “large” symmetry group is closely related to the vectors of the frame being
equiangular, which is desirable. It is even possible to have an expansionwith all of
the symmetry of the space, as in (1.3), but necessarily this requires one to use an
(uncountably) infinite set of vectors.

We now make these (intuitively obvious) ideas precise by defining thesymmetry
group andprojective symmetry groupof a frame (which can be calculated from a
small set of invariants). For simplicity, we suppose that the frame is finite, though
the theory extends to infinite frames without any complications (see Chapter 16).

189
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9.1 The symmetries of a sequence of vectors

We define thesymmetry groupand theprojective symmetry groupof a finite frame
in a very general setting (which includes versions allowingantilinear symmetries).
Each of these “symmetry groups” has the following key features:

• It is defined forall finite frames as a group of permutations on the index set.
• It is simple to calculate from a small set of invariants.
• The symmetry group of a frame and all similar frames are equal. In particular, a

frame, its dual frame and canonical tight frame have the samesymmetry group.
• The symmetry group of various combinations of frames, such as tensor products

and direct sums, are related to those of the constituent frames in a natural way.
• The symmetry group of a frame and its complementary frame areequal.

Frames with a large symmetry group have a simple structure (which embodies
underlying symmetries of the space). Often the symmetry group can be very useful
in constructing the frame itself. A special case is when the action of the symmetry
group is transitive, which gives agroup frame(see Chapter 10). If the symmetry
group is abelian, then the group frames are theharmonic frames(see Chapter 11),
all of which can be constructed from theabstractabelian groups. All the known
maximal sets of complex equiangular lines come as the orbit of the projective action
of an abelian group (see Chapter 14). Another example is multivariate orthogonal
polynomials, where tight frames sharing the symmetries of the weight function can
be constructed (see Chapter 15).

Let SJ denote thesymmetric group on the setJ, i.e., the group of all bijections
J→ J (called permutations) under composition.

Throughout, letH be a finite dimensional vector space overF, whereF = F.
Any finite sequenceΦ = ( f j) j∈J in H can be thought of as normalised tight frame
for an appropriate inner product onH (see§4.5). Thus, one can suppose thatΦ is
a tight frame (and thereby bypass Chapter 4).

Let C : v→ v be thecomplex conjugation map(see§2.3). A product ofC and a
linear (unitary) map is called anantilinear (antiunitary map ). In this way, we can
extend the linear and unitary maps:

EGL(H ) := {L,LC : L ∈GL(H )} (Extended general linear group),

EU(H ) := {U,UC : L ∈ U(H )} (Extended unitary group).

Of course these are groups, withGL(H ) ⊂ EGL(H ), U(H ) ⊂ EU(H ), where
there is strict inclusion if and only ifF 6⊂ R (i.e.,C 6= I ).

It is very convenient to have the possibility of a symmetry ofΦ = ( f j) j∈J which
takes f j to fk where j 6= k, but fj = fk, i.e., nonidentity symmetries which map
repeated vectors to themselves. For this reason, we define the symmetry groups to
be permutations of the indices (given by a possibly unfaithful action).
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9.2 The symmetry group of a sequence of vectors

Definition 9.1. Let Φ = ( f j) j∈J be a finite sequence of vectors which spansH .
Then thesymmetry group and theextended symmetry groupof Φ are the groups

Sym(Φ) := {σ ∈ SJ : ∃Lσ ∈GL(H ) with Lσ f j = fσ j , ∀ j ∈ J},

SymE(Φ) := {σ ∈ SJ : ∃Lσ ∈ EGL(H ) with Lσ f j = fσ j , ∀ j ∈ J}.

In other words,σ ∈ Sym(Φ) if ( f j) and( fσ j) are similar. If( f j) is a tight frame,
i.e., SΦ = [ f j ][ f j ]

∗ = AI, A > 0, then this similarity becomes unitary equivalence,
since

Lσ L∗σ =
1
A

Lσ [ f j ][ f j ]
∗L∗σ =

1
A
[Lσ f j ][Lσ f j ]

∗ =
1
A
[ fσ j ][ fσ j ]

∗ =
1
A
(AI) = I .

It is easy to check that these symmetry groups are indeed groups, with

Sym(Φ)⊂ SymE(Φ)⊂ SJ.

Since linear and antilinear maps are determined by their action on a spanning
set, it follows that ifσ is a symmetry, then there is a unique linear or antilinear map
Lσ : H →H with

Lσ f j = fσ j , ∀ j ∈ J.

and the linear map
πΦ : Sym(Φ)→GL(H ) : σ 7→ Lσ (9.1)

is a group homomorphism, i.e., a linear representation ofG= Sym(Φ) on H . We
will refer to bothσ andLσ (the action ofσ ) as asymmetry of Φ whenLσ is linear,
and as anantisymmetry whenLσ is antilinear. With this understanding, we have:

If Φ is tight frame, then its symmetry group consists of unitary maps, i.e.,
the action of Sym(Φ) is unitary (and its extended symmetry group consists of
unitary and antiunitary maps).

If the vectors inΦ are distinct, thenπΦ is injective, i.e., the representation is
faithful (see Exer. 9.2). In this case Sym(Φ) can be identified with its image.1

Proposition 9.1.(Similarity) If finite sequencesΦ andΨ are similar, then

Sym(Ψ) = Sym(Φ), SymE(Ψ) = SymE(Φ).

In particular, if Φ is a frame, then its dual and canonical tight frame have the same
symmetry group, i.e.,Sym(Φ) = Sym(Φ̃) = Sym(Φcan).

1 The group of linear mapsπΦ (Sym(Φ)) is sometimes defined to be the “symmetry group” ofΦ .
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Proof. Suppose thatΦ = ( f j) is similar toΨ , sayΨ = (Q f j) for some invertible
linear mapQ. If σ ∈ Sym(Φ), then

Lσ f j = fσ j , ∀ j =⇒ (QLσ Q−1)Q f j = Q fσ j , ∀ j,

so thatσ ∈ Sym(Ψ), and Sym(Φ)⊂ Sym(Ψ). The reverse inclusion follows since
Ψ is similar toΦ . A similar argument shows that SymE(Ψ) = SymE(Φ). ⊓⊔

In other words:

The (extended) symmetry group ofΦ depends only on its similarity class.

Example 9.1.(Bases) IfΦ = ( f j) j∈J is a basis, then for eachσ ∈ SJ, Lσ f j := fσ j

defines a linear map, and hence Sym(Φ) = SJ.

Example 9.2.(Vertices of a simplex) Suppose thatΦ = ( f j) j∈J is the vertices of a
simplex, i.e., the vectors have a single linear dependence∑ j f j = 0. Fix an indexk,
then for eachσ ∈ SJ, Lσ f j := fσ j , j 6= k defines a linear map, with

Lσ ( fk) = Lσ
(
−∑

j 6=k

f j
)
=−∑

j 6=k

fσ j = fσk,

and hence Sym(Φ) = SJ.

Example 9.3.(see Figure 9.1) LetΦ = (v1,v2,v3) be the tight frame of three equally
spaced unit vectors forR2, andΨ = (v1,v2,−v3). Then

Sym(Φ) = S3 = S{1,2,3} (order 6), Sym(Ψ) = {1,(12)} (order 2).

Fig. 9.1: The framesΦ andΨ of Example 9.3, which have|Sym(Φ)|= 6 and|Sym(Ψ)|= 2.

Example 9.4.The symmetry group of the tight frameΦ = (v j)
n
j=1 consisting ofn

equally spaced unit vectors, say



9.2 The symmetry group of a sequence of vectors 193

v j =




sin2π j

n

cos2π j
n



 ∈ R2,

is thedihedral groupof order 2n, i.e., Dn := 〈a,b : an = 1,b2 = 1,b−1ab= a−1〉,
wherea= (12· · ·n) acts as rotation through2π

n , andb as a reflection.

We now explain how the symmetry group ofΦ can be calculated directly from
its canonical GramianPΦ (see§4.1). There is a bijection between the permutations
σ ∈ SJ and the so calledJ×J permutation matrices, given byσ 7→ Pσ , where

Pσ ej := eσ j .

Let V = [ f j ], and fσ j = Lσ f j , thenVPσ = [Veσ j ] = [ fσ j ] = [Lσ f j ] = LσV, so that

σ ∈ Sym(Φ) ⇐⇒ VPσ = LσV, for someLσ ∈GL(H ). (9.2)

Lemma 9.1.(Calculation) Suppose thatΦ = ( f j) is a finite sequence of vectors,
with canonical Gramian PΦ . For Φ a frame, PΦ = Gram(Φcan). Then

σ ∈ Sym(Φ) ⇐⇒ P∗σ PΦPσ = PΦ . (9.3)

Proof. By Propositions 4.1 and 9.1, we can supposeΦ = ( f j) is the normalised tight
frame given by the columns ofPΦ (an orthogonal projection), so thatV = [ f j ] = PΦ .

(=⇒) If σ ∈ Sym(Φ), thenLσ is unitary, and we have

P∗σ PΦPσ = (PΦPσ )
∗PΦPσ = (Lσ PΦ)∗Lσ PΦ = P∗Φ(L∗σ Lσ )PΦ = PΦ .

(⇐=) If P∗σ PΦPσ = PΦ , then by choosingLσ := Pσ , and writingPΦ =V, we have

VPσ = PΦPσ = Pσ PΦ = LσV,

and so, by (9.2), we have thatσ ∈ Sym(Φ). ⊓⊔
If Φ is tight frame, thenPΦ is a scalar multiple of Gram(Φ), and hence we have:

σ ∈ Sym(Φ) ⇐⇒ P∗σ Gram(Φ)Pσ = Gram(Φ)

⇐⇒ 〈 fσ j , fσk〉= 〈 f j , fk〉, ∀ j,k.

The condition forσ to be an extended symmetry (forR 6⊂ F) is that

P∗σ PΦPσ = PT
Φ , (9.4)

which for a tight frame becomes

〈 fσ j , fσk〉= 〈 f j , fk〉= 〈 fk, f j〉, ∀ j,k.
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Example 9.5.(Canonical coordinates) A sequence of vectorsΦ and its canonical
coordinatesΨ = cΦ (see§4.2) have the same symmetries, i.e., Sym(Φ) =Sym(cΦ).
This follows sincePcΦ = PT

Φ (Theorem 4.2) andPT
σ = P∗σ give

σ ∈ Sym(Φ) ⇐⇒ P∗σ PΦPσ = PΦ ⇐⇒ P∗σ PT
Ψ Pσ = PT

Ψ

⇐⇒ P∗σ PΨ Pσ = PΨ ⇐⇒ σ ∈ Sym(Ψ).

We now show that a frame and its complement have the same symmetry group.
Such a result is not possible if the symmetry group is defined to be a group of linear
transformations (as in [VW05]).

Theorem 9.1.(Complements) Suppose thatΦ is a finite sequence of vectors, andΨ
is a complementary sequence, i.e., PΦ +PΨ = I. Then

Sym(Φ) = Sym(Ψ), SymE(Φ) = SymE(Ψ).

Proof. By Lemma 9.1 andP∗σ Pσ = I , we have

σ ∈ Sym(Φ) ⇐⇒ P∗σ PΦPσ = PΦ ⇐⇒ P∗σ (I −PΨ )Pσ = I −PΨ

⇐⇒ P∗σ PΨ Pσ = PΨ ⇐⇒ σ ∈ Sym(Ψ).

For SymE(Φ) a similar argument using (9.4) gives the result. ⊓⊔

Example 9.6.We consider the equal–norm tight framesΦ of four vectors forC3

with nontrivial symmetries, i.e.,|Sym(Φ)| > 1. A complementΨ consists of four
equal–norm vectors forC. The symmetries ofΨ (and hence ofΦ) are given
by those permutations ofΨ which can be realised by multiplication by a unit
modulus complex number, e.g., the permutationσ = (12)(34) is a symmetry of
Ψ = ([1], [−1], [1], [−1]) corresponding to multiplication by−1. Therefore, the only
possibilities for these complementary frames (up to similarity) are

([1], [1], [1], [z]), z 6= 1, ([1], [1], [z], [z]), z 6=±1, ([1], [1], [z], [w]), z 6=w, z,w 6= 1,

([1], [1], [1], [1]), ([1], [−1], [1], [−1]), ([1], [i], [−1], [−i]).

The corresponding symmetry groups are (up to group isomorphism)

S3, S2×S2, S2, S4, D4 (dihedral group of order 8), C4.

The Gramian matrices for the last three (which are harmonic frames) are

1
4











3 −1 −1 −1

−1 3 −1 −1

−1 −1 3 −1

−1 −1 −1 3











,
1
4











3 1 −1 1

1 3 1 −1

−1 1 3 1

1 −1 1 3











,
1
4











3 −i 1 i

i 3 −i 1

1 i 3 −i

−i 1 i 3











.

This example can be generalised to give all possible symmetry groups for a tight
frame ofn vectors inCn−1 (see [VW10]).
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9.3 The projective symmetry group of a sequence of vectors

We now defineprojectivesymmetries of a sequence of vectorsΦ = ( f j), and give a
parallel theory to that for (nonprojective) symmetries (here representations become
projective representations, inner products are replaced by m–products, etc).

Definition 9.2. Let Φ = ( f j) j∈J be a finite sequence of vectors which spansH . The
projective symmetry group andextended projective symmetry groupof Φ are

SymP(Φ) := {σ ∈ SJ : ∃Lσ ∈GL(H ), |α j |= 1 with Lσ f j = α j fσ j , ∀ j ∈ J},

SymEP(Φ) := {σ ∈ SJ : ∃Lσ ∈ EGL(H ), |α j |= 1 with Lσ f j = α j fσ j , ∀ j ∈ J}.

In other words, a permutationσ ∈ SymP(Φ) if ( f j) and( fσ j) are projectively
similar (equivalently, projectively unitarily equivalent, whenΦ is a tight frame).
These projective symmetry groups are groups, which containthe corresponding
symmetry groups, i.e.,

Sym(Φ)⊂ SymP(Φ), SymE(Φ)⊂ SymEP(Φ).

Example 9.7.Let Φ = (v1,v2,v3) andΨ = (v1,v2,−v3) be the tight frames forR2

of Example 9.3. These clearly have the same projective symmetries, so that

S3 = Sym(Φ)⊂ SymP(Φ) = SymP(Ψ)⊂ S3.

Hence SymP(Ψ) = S3 (of order 6) properly contains Sym(Ψ) (of order 2).

It is possible to associate withσ ∈SymP(Φ) the projective linear map induced by
Lσ , thereby obtaining a projective linear representation. Wewon’t labour this point,
but do observe that the representation gives a projective unitary action of SymP(Φ)
(on the lines ofH ) whenΦ is a tight frame.

We have the projective analogue of Proposition 9.1.

Proposition 9.2.(Projective similarity) If finite sequencesΦ andΨ are projectively
similar, then

SymP(Ψ) = SymP(Φ), SymEP(Ψ) = SymEP(Φ).

In particular, if Φ is a frame, then its dual and canonical tight frame have the same
(extended) projective symmetry group.

In other words:

SymP(Φ) and SymEP(Φ) depend only onΦ up to projective similarity.

We now show how the projective symmetry group ofΦ can be calculated directly
from its canonicalm–products (see§8.7).
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Lemma 9.2.(Calculation) Suppose thatΦ = ( f j) is a finite sequence of vectors,
with canonical m–products∆C( f j1, . . . , f jm). Thenσ ∈ SymP(Φ) if and only if

∆C( f j1, . . . , f jm) = ∆C( fσ j1, . . . , fσ jm), (9.5)

for a determining set of canonical m–products.

Proof. The conditionσ ∈ SymP(Φ) is that( f j) and( fσ j) are projectively similar,
and so we can apply Theorem 8.3. ⊓⊔

For σ ∈ SymEP(Φ) (an antisymmetry), the condition (9.5) is replaced by

∆C( f j1, . . . , f jm) = ∆C( fσ j1, . . . , fσ jm) = ∆C( fσ jm, . . . , fσ j1). (9.6)

For Φ a tight frame, the canonicalm–products are a nonzero scalar multiple of the
m–products, so that:

If Φ = ( f j) is tight frame, thenσ ∈ SymP(Φ) if and only if

∆( f j1, . . . , f jm) = ∆( fσ j1, . . . , fσ jm), (9.7)

for a determining set ofm–products forΦ .

A frame and its complement have the same projective symmetrygroup.

Theorem 9.2.(Complements) IfΦ = (v j) j∈J is a finite sequence of vectors, and
Ψ = (w j) j∈J is a complement up to projective similarity, i.e., PΦ +CPΨC∗ = I,
where C= diag(α j) is a unitary diagonal matrix, then

SymP(Ψ) = SymP(Φ), SymEP(Ψ) = SymEP(Φ).

Proof. Let PΦ = [pk j], PΨ = [qk j]. Then the canonical inner products, which are
given by (8.14), satisfy

∆ Φ
C (v j1, . . . ,v jm) = p j1 j2 p j2 j3 · · · p jm j1

= (−α j1α j2q j1 j2)(−α j2α j3q j2 j3) · · ·(−α jmα j1q jm j1)

= (−1)mq j1 j2q j2 j3 · · ·q jm j1

= (−1)m∆Ψ
C (w j1, . . . ,w jm).

The result then follows from Lemma 9.2 and (9.6). ⊓⊔

Example 9.8.Let Φ = (v j) be an equal–norm tight frame ofd+1 vectors forCd,
e.g., the vertices of the regular simplex, andΨ = (w j) be the complementary tight
frame forC1. SincePΦ has a constant diagonal, the vectors ofΨ are equal–norm,
sayw j = (a j), |a j |= r > 0. Therefore, them–products ofΨ are
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∆(w j1, . . . ,w jm) = (a j1a j2)(a j2a j3) · · ·(a jma j1) = r2m.

Thus all equal–norm tight framesΦ = (v j) of d+1 vectors inCd are projectively
similar (to the vertices of the simplex), with SymP(Φ) = SJ.

9.4 Symmetries of combinations of frames

We now consider how the symmetry groups of a combination of framesΦ andΨ
(see Chapter 5) is related to their symmetry groups. In view of Theorem 4.1, these
results also hold for spanning sequences of vectors.

Let Φ = (φ j) j∈J andΨ = (ψk)k∈K be finite frames forH1 andH2. The inner
products on the orthogonal direct sumH1⊕H2 and tensor productH1⊗H2 are
given by

〈( f1,g1),( f2,g2)〉 := 〈 f1, f2〉+ 〈g1,g2〉, ∀( f1,g1),( f2,g2) ∈H1⊕H2,

〈 f1⊗g1, f2⊗g2〉 := 〈 f1, f2〉〈g1,g2〉, ∀ f1⊗g1, f2⊗g2 ∈H1⊗H2.

For σ ∈ Sym(Φ), τ ∈ Sym(Ψ), with correspondingLσ ∈ GL(H1), Lτ ∈ GL(H2),
let L(σ ,τ) = Lσ ⊕Lτ ∈GL(H1⊕H2), i.e.,

L(σ ,τ)




f

g



 :=




Lσ f

Lτg



 , ∀ f ∈H1, ∀g∈H2. (9.8)

We interpret(σ ,τ) as a permutation onJ∪K in the obvious way. This induces
symmetry on theunionandsumof Φ andΨ , via

L(σ ,τ)




φ j

0



=




Lσ φ j

0



=




φσ j

0



 , L(σ ,τ)




0

ψk



=




0

Lτ ψk



=




0

ψτk



 ,

L(σ ,τ)





1√
n2

φ j

1√
n1

ψk



=





1√
n2

Lσ φ j

1√
n1

Lτ ψk



=





1√
n2

φσ j

1√
n1

ψτk



 .

In this way, we have

Sym(Φ)×Sym(Ψ)⊂ Sym(Φ ∪Ψ), Sym(Φ)×Sym(Ψ)⊂ Sym(Φ +̂Ψ).

For thedirect sum, whereJ = K, we have

L(σ ,τ)




φ j

ψk



=




Lσ φ j

Lτ ψk



=




φσ j

ψτk



 ,
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which is a permutation of the direct sum providedσ = τ. In this way, we have

Sym(Φ)∩Sym(Ψ)⊂ Sym(Φ⊕Ψ).

For thetensor product, defineL(σ ,τ) ∈GL(H1⊗H2) by L(σ ,τ) = Lσ ⊗Lτ . Then

L(σ ,τ)(φ j ⊗ψk) = (Lσ φ j)⊗ (Lτ ψk) = φσ j ⊗ψτk

and so we obtain
Sym(Φ)×Sym(Ψ)⊂ Sym(Φ⊗Ψ).

In summary, we have:

Proposition 9.3.The symmetry group of a finite frame satisfies

Sym(Φ)×Sym(Ψ)⊂ Sym(Φ ∪Ψ),

Sym(Φ)×Sym(Ψ)⊂ Sym(Φ +̂Ψ),

Sym(Φ)×Sym(Ψ)⊂ Sym(Φ⊗Ψ),

Sym(Φ)∩Sym(Ψ)⊂ Sym(Φ⊕Ψ).

Moreover, these inclusions also hold for the other symmetrygroups.

Each of these inclusions can be strict (see Exer. 9.1).

9.5 Maximally symmetric tight frames

If Φ is a frame ofn vectors, then

Sym(Φ)⊂ Sn =⇒ |Sym(Φ)|
∣
∣
∣n! =⇒ |Sym(Φ)| ≤ n!.

Thus, there aremaximally symmetricframes in any class of such frames.

Definition 9.3. Let C be a class of frames ofn vectors, e.g., the tight frames or
equal–norm frames inFd. We say thatΦ ∈ C is maximally symmetric if

|Sym(Φ)|= max
Ψ∈C
|Sym(Ψ)|.

This definition should be treated with a little caution for frames with repeated
vectors. For example, the frame ofn vectors forR2 consistinge1 repeatedn− 1
times ande2 has symmetry group of order(n− 1)!, whilst that of then equally
spaced unit vectors has order 2n.

Example 9.9.The only cases when a frameΦ of n vectors forFd (d > 1) can have
maximal symmetry by virtue of Sym(Φ) = Sn is whenn= d, i.e.,Φ is a basis, or
whenn= d+1, i.e.,Φ is the vertices of the simplex (see Example 9.8). This follows
since the canonical 3–products (for distinct vectors) are all equal (see Exer. 9.4).
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Example 9.10.The tight frame ofn equally spaced unit vectors inR2 is a maxi-
mally symmetric tight frame ofn distinct vectors forR2. This is because the unitary
transformations onR2 are products of rotations and reflections.

Example 9.11.The n equally spaced unit vectors inR2 are not always maximally
symmetric tight frames ofn distinct vectors inC2. Forn even, the harmonic frame

{




1

1



 ,




ω

−ω



 ,




ω2

ω2



 ,




ω3

−ω3



 ,




ω4

ω4



 , . . .




ωn−2

ωn−2



 ,




ωn−1

−ωn−1





}

, ω := e
2π i
n

has a symmetry group of order1
2n2.

Example 9.12.(Five vectors inC3). We consider the maximally symmetric tight
framesΦ of five vectors inC3, by considering the complementary tight framesΨ
(which have the same symmetry group). We note|Sym(Φ)|= |Sym(Ψ)| divides 5!

Since zero vectors are fixed by a symmetry, the most symmetricΦ with a zero
vector is given by the(1,4)–partition frame corresponding to

Ψ =
{




1

0



 ,




0

1
2



 ,




0

1
2



 ,




0

1
2



 ,




0

1
2





}

, |Sym(Φ)|= 4! = 24,

which is the vertices of thetetrahedronand a zero vector. If Sym(Φ) does not have
an element of order 5, then the next most symmetric is the(2,3)–partition frame
given by

Ψ =
{





1√
2

0



 ,





1√
2

0



 ,




0

1√
3



 ,




0

1√
3



 ,




0

1√
3





}

, |Sym(Φ)|= 2!3! = 12,

which is the vertices of thetrigonal bipyramid, followed by

Ψ =
{





1√
2

0



 ,





1√
2

0



 ,




0

1√
2



 ,




0

1√
2



 ,




0

0





}

, |Sym(Φ)|= 8,

which isfour equally spaced vectors and one orthogonal.
If Sym(Φ) has an element of order 5, thenΨ must be a harmonic frame with the

largest possible symmetry group (see Chapter 11), i.e., fiveequally spaced vectors

Ψ =
{
√

2
5




cos2π j

5

sin2π j
5



 : j = 1, . . . ,5
}

|Sym(Φ)|= |D5|= 10,

andΦ is thelifted five equally spaced vectors. We therefore conclude:



200 9 Symmetries of tight frames

The most symmetric tight frame of five (nonzero) vectors inC3 is the vertices
of the trigonal bipyramid (the solution of Tammes’ problem).

Fig. 9.2: The most symmetric tight frames of five distinct nonzero vectors in R3. The trigonal
bipyramid (12 symmetries), five equally spaced vectors lifted (10 symmetries), and four equally
spaced vectors and one orthogonal (8 symmetries).

The known examples of maximally symmetric tight frames (such as those above)
suggest a close relationship with group frames (see Chapter10):

Conjecture 9.1.A maximally symmetric tight frame is a union of group frames.

9.6 Algorithms and examples

To calculate the symmetry groups of a finite frameΦ = (v j) of n vectors, one must
determine which of then! permutationsσ give a frame(vσ j) which is (extended)
(projectively) unitarily equivalent toΦ . This can be checked (in theory) by applying
Theorem 8.3 To make this feasible (for largen) requires an algorithm which checks
the inner product orm–product condition efficiently, i.e., for many permutations at
a time. We mention two such algorithms.

The projective symmetry group of a frame can be viewed as thestabiliser(under
the action of the symmetric group) of the frame graph with itsm–cycleslabelled
by the correspondingm–products. It is not necessary to fully label the frame graph,
e.g., the triple products suffice when the cycle space of the frame graph is spanned by
the 3–cycles (Corollary 8.2). Algorithms are being developed (with Markus Grassl)
which are efficient, and will be made publicly available.

We now give a simple algorithm, which is suited to hand calculations, and cases
where the symmetry group is small. For framesΦ = (v j) j∈J andΨ = (w j) j∈J of
n vectors, the algorithm determines the set ofσ ∈ SJ for which Φ and(wσ j) are
projectively similar, i.e.,
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∆C(v j1, . . . ,v jm) = ∆C(wσ j1, . . . ,wσ jm), (9.9)

for all cycles( j1, . . . , jm) from a determining set forΦ . In particular, forΨ = Φ it
calculates SymP(Φ), and if there is someσ thenΦ andΨ are projectively similar.
There are two cases:

1. SymP(Φ) is large, i.e., them–products take few different values.
2. SymP(Φ) is small, i.e., them–products take many different values.

An extreme example of the first is the vertices of ad–simplex (see Example 9.8),
where

(PΦ) jk =

{
d

d+1, j = k;

− 1
d+1, j 6= k,

SymP(Φ) = SJ.

Here them–products are all equal (for fixedm), and so it is easy to check that each
σ ∈ SJ is a projective symmetry.

Our algorithm is best suited to the second case: when SymP(Φ) is small, and the
m–products take many different values. This is the generic situation. Indeed, if the
diagonal entries ofPΦ (the 1–products) are distinct, then|SymP(Φ)|= 1.

For an index setJ of sizen, we define ak–flag f to be an ordering ofk distinct
elements ofJ

f = ( j1, j2, . . . , jk).

For a given fixedn–flag
fb = ( j1, . . . , jn),

we can represent the permutationσ : jℓ 7→ σ jℓ (giving a projective similarity or
symmetry) by then–flag

fσ = (σ j1, . . . ,σ jn).

Determining whetherΦ = (v j) andΨ = (wσ j) are projectively similar is equivalent
to determining which of then! permutationsσ , i.e.,n–flags fσ , satisfy (9.9).

We think of each possiblen–flag fσ = (σ j1, . . . ,σ jn) as being built up from the
0–flag() by successively adding entries

f 0
σ = (), f 1

σ = (σ j1), f 2
σ = (σ j1,σ j2), . . . f n

σ = (σ j1,σ j2, . . . ,σ jn).

We will call the operation of going from a setFk−1 of (k−1)–flags to a setFk of
k–flags asgrowing. At thek–th stage there aren−k+1 choices for the next entry,
so that

|Fk|= (n−k+1)|Fk−1|.
If |Sym(Φ)| < n!, then, at some stage, not allf k

σ ∈ Fk will be extendable to an
n–flag satisfying (9.9). A necessary condition for such an extension to exist is that
(9.9) hold for all cycles (of length≤ k) on the firstk indices of the fixed flagfb =
( j1, . . . , jn) from a determining set for(v j1, . . . ,v jk). Removing elements fromFk

because they fail this condition (either in full or in part) will be calledpruning .
When the full condition is imposed we have afull pruning , otherwise apartial
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pruning . In these terms, our algorithm for finding the setFn of n–flags fσ giving
the permutationsσ thatΦ and(wσ j) are projectively similar is:

Algorithm (to determine then–flagsFn giving a projective similarity).

Let F0 := {()} consist of the empty flag

for k from 1 to n do

Grow Fk−1 to Fk

Prune Fk

end for

Fully prune Fn, if necessary.

The art is in balancing the cost of pruning, with that of growing the set of possible
k–flags overly large. One can do this on a case by case basis, or by using an adaptive
algorithm. The algorithm can easily be parallelised: simply partitionFk in any way,
at any stagek, and apply the algorithm to each subset.

We now illustrate our algorithm with a couple of examples, whereΨ = Φ . As a
pruning rule we ask that ak–flag( j1, . . . , jk) match

∆C(v j1, . . . ,v jk) = ∆C(wσ j1, . . . ,wσ jk).

Thus at each stage we check only one newm–product, which is easily calculated.

Example 9.13.(SICs) Consider the equiangular tight frameΦ := (v,Sv,Ωv,SΩv) of
four vectors forC2 (the second prototypical example), where

v :=
1√
6





√

3+
√

3

e
π
4 i
√

3−
√

3



 , S:=




0 1

1 0



 , Ω :=




1

−1



 .

We have

PΦ =
1
2











1 1√
3

1√
3
− i√

3
1√
3

1 −i√
3

1√
3

1√
3

i√
3

1 − 1√
3

i√
3

1√
3
− 1√

3
1











.

Take the base flag to be(1,2,3,4). The empty flag (0–flag)F0 = {()} grows to the
set of 1-flags

F1 = {(1),(2),(3),(4)}.
The pruning rule is that〈v1,v1〉 = 〈wσ1,wσ1〉, i.e., the norm is preserved, and so
there is no pruning. Growing gives

F2= {(1,2),(1,3),(1,4),(2,1),(2,3),(2,4),(3,1),(3,2),(3,4),(4,1),(4,2),(4,3)},
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and pruning gives no reduction sinceΦ is equiangular. We now consider growing
the 2–flag(3,2), the others being similar. This grows to the 3–flags(3,2,1), (3,2,4).
Since

∆C(v1,v2,v3) =
i

24
√

3
, ∆C(w3,w2,w1) =−

i

24
√

3
, ∆C(w3,w2,w4) =

i

24
√

3
,

the 3–flag(3,2,1) is pruned. Continuing in this way gives

F3 = {(1,2,3),(1,3,4),(1,4,2),(2,1,4),(2,3,1),(2,4,3),
(3,1,2),(3,2,4),(3,4,1),(4,1,3),(4,2,1),(4,3,2)}.

The final stagek = n, growing does not increase the size ofFn−1, and in this case
nothing gets pruned, by the rule used, or a full prune. Thus wehave

SymP(Φ) = F4 = {(1,2,3,4),(1,3,4,2),(1,4,2,3),(2,1,4,3),(2,3,1,4),(2,4,3,1),
(3,1,2,4),(3,2,4,1),(3,4,1,2),(4,1,3,2),(4,2,1,3),(4,3,2,1)}.

This is the alternating groupA4.

Example 9.14.(Anti projective symmetries) Applying the full pruning algorithm to
the previous example, with them–products∆C(v j1, . . . ,v jm) replaced by their con-
jugates, and base flag(1,2,3,4) gives the following anti projective symmetries

F4 = {(1,2,4,3),(1,3,2,4),(1,4,3,2),(2,1,3,4),(2,3,4,1),(2,4,1,3),
(3,1,4,2),(3,2,1,4),(3,4,2,1),(4,1,2,3),(4,2,3,1),(4,3,1,2)}.

Hence, we have
SymP(Φ) = A4⊂ SymEP(Φ) = S4.

In general, since the product of two anti projective symmetries is a projective
symmetry, SymEP(Φ) is generated by SymP(Φ) together with any anti projective
symmetry (if they exist).

Example 9.15.(MUBS) Let Φ = (v j) be the following two MUBs inC2 (see§8.6)

v1 = e1, v2 = e2, v3 =
1√
2
(e1+e2), v4 =

1√
2
(e1−e2).

Here

PΦ =
1
2











1 0 1√
2
− 1√

2

0 1 1√
2

1√
2

1√
2

1√
2

1 0

− 1√
2

1√
2

0 1











.

We arrive at the sameF2 as in Example 9.13, without pruning. The pruning rule
says that modulus of the inner product betweenv1 andv2 must be preserved. Since
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this is zero, the index pairs inF2 must correspond to pairs of orthogonal vectors,
which leads to the pruning

F2 = {(1,2),(2,1),(3,4),(4,3)}.

Growing this gives

F3 = {(1,2,3),(1,2,4),(2,1,3),(2,1,4),(3,4,1),(3,4,2),(4,3,1),(4,3,2)}.

All 3–products for distinct vectors are zero, and so there isno pruning at this stage.
Growing, then full pruning leads to

SymP(Φ) = F4 = {(1,2,3,4),(1,2,4,3),(2,1,3,4),(2,1,4,3),
(3,4,1,2),(3,4,2,1),(4,3,1,2),(4,3,2,1)}.

This group is the dihedral group of order 8 (the only subgroupof S4 of order 8),
which is generated by the following permutations

(1324) (rotation through 90 degrees), (34) (reflection in thex–axis).

Ford a prime power,d+1 MUBs forCd can be constructed from the columns of
elementsRℓF from the Clifford group (see Theorem 12.22,§14.7). The projective
symmetry groups, as calculated by our algorithm, for the first few d are given in
Table 9.1.

Table 9.1: The projective symmetry groups SymP(Φ) and SymEP(Φ) for Φ the tight frame ofn
vectors given byd+1 MUBs inCd, including the transitive subgroups of SymP(Φ).

d n SymP(Φ) SymEP(Φ) transitive subgroups of SymP(Φ)

2 6 < 24,12> < 48,48> < 6,1>,< 12,3>

3 12 < 216,153> < 432,734> < 72,41>

4 20 1920 3840 < 20,3>,< 60,5>,< 80,49>,< 120,34>,

< 160,234>,< 320,1635>,< 960,11357>

5 30 3000 6000 < 600,150>

The projective symmetry group of harmonic frames is considered in§11.12.
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9.7 Case study:16equiangular lines inR6

We consider the 16 equiangular lines inR6 as presented by Janet Tremain ([Tre08])

V = [v j ] =

















1 −1 −1 −1 −1 −1 1 1 1 1 1 1 1 1 1 1

1 −1 1 1 1 1 −1 −1 −1 −1 1 1 1 1 1 1

1 1 −1 1 1 1 −1 1 1 1 −1 −1 −1 1 1 1

1 1 1 −1 1 1 1 −1 1 1 −1 1 1 −1 −1 1

1 1 1 1 −1 1 1 1 −1 1 1 −1 1 −1 1 −1

1 1 1 1 1 −1 1 1 1 −1 1 1 −1 1 −1 −1

















The projective symmetry group has order 11520= 28 ·3 ·5, and is generated by the
two permutations

a= (1,2,6,11,16,9)(3,12,8)(4,14,7)(5,10),

b= (1,12,15,16,5,10)(2,11,4)(3,6,14,8,13,9).

We now seek a unitary matrixLσ , σ ∈ {a,b}, with

Lσ v j = α jvσ j , ∀ j.

By Corollary 8.4,Q= Lσ is unique up to a scalar±1, and can be calculated from its
action on a basis of thev j , once a suitable choice of the scalarsα j =±1 is known.
We suppose thatα1 = 1, so that

〈v1,v j〉= 〈Lσ v1,Lσ v j〉= 〈α1vσ1,α jvσ j〉 =⇒ α j =
〈vσ1,vσ j〉
〈v1,v j〉

, ∀ j.

In this way, we obtain

La =

















0 0 0 0−1 0

0 −1 0 0 0 0

0 0 0 1 0 0

0 0 1 0 0 0

0 0 0 0 0 1

1 0 0 0 0 0

















, Lb =

















0 0 0 0 1 0

0 0 1 0 0 0

0 0 0 0 0−1

1 0 0 0 0 0

0 −1 0 0 0 0

0 0 0 1 0 0

















.

The groupG = 〈La,Lb〉 is irreducible and has order 23040 (it contains the scalar
matrix−I ). Since the projective symmetry group is transitive, it follows (see§10.7)
that the 16 equiangular lines{±v j} are an irreducibleG–frame.
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9.8 Case study: A spherical(4,4)–design of12 lines inC2

Several unit–norm spherical(4,4)–designs of 12 vectors (lines) inC2 were com-
puted numerically using the techniques of§6.16. The projective symmetry group
for each was calculated (as described in§9.6) to be the dihedral group of order 10,
with the projective action giving two orbits: one of size 2 (with the vectors orthog-
onal), and one of size 10. This suggests there is a(4,4)–design of the form

Φ = (v,av,a2v,a3v,a4v,bv,abv,a2bv,a3bv,a4bv)∪ (u1,u2), (9.10)

wherev∈C2 is a unit vector,a (a rotation) andb (a reflection) are generators of the
dihedral group and{u1,u2} is an orthonormal basis. Taking

a=




ω 0

0 ω



 , ω := e
2π i
5 , b=




0 1

1 0



 , u1 =




1

0



 , u2 =




0

1



 , (9.11)

and optimising overv to obtain a(4,4)–design numerically suggested that the ratio

of the components of a suitablev was thegolden ratio
√

5+1
2 , i.e.,

v :=
1

√

10+2
√

5




(1+
√

5)ζ

2



 , |ζ |= 1. (9.12)

An elementary calculation (see Exer. 9.7) shows that (9.10), (9.11), (9.12) define a
spherical(4,4)–designΦ of 12 unit vectors forC2.

The general method used here is known asprecision bumping(see§14.20,
§14.24).

Notes

The symmetry group of a finite tight frame (which is a natural notion) was first
studied in [VW05], where it was considered as a group of unitary matrices. The
definition given here (a group of permutations acting on the frame) was introduced
in [VW10]. The projective symmetry group has been studied forSICs [AFF11],
[Zhu12], and by [WC14] for a general finite frame. The calculation of the projective
symmetry group as the stabiliser of a suitably labelled frame graph was initiated by
Markus Grassl.
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Exercises

9.1.Show that following inclusions can be strict
(a) Sym(Φ)×Sym(Ψ)⊂ Sym(Φ ∪Ψ).
(b) Sym(Φ)×Sym(Ψ)⊂ Sym(Φ +̂Ψ).
(c) Sym(Φ)×Sym(Ψ)⊂ Sym(Φ⊗Ψ).
(d) Sym(Φ)∩Sym(Ψ)⊂ Sym(Φ⊕Ψ).

9.2.Let Φ be a frame ofn vectors forH , dim(H ) = d.
(a) Show that|Sym(Φ)| dividesn!.
(b) LetπΦ be the representationσ 7→ Lσ of (9.1). Show that ifΦ has distinct vectors,
thenπΦ is faithful, and

|πΦ(Sym(Φ))| ≤m(m−1) · · ·(m−d+1),

wherem is the number of distinct vectors inΦ .

9.3.Here we consider the mapπΦ : Sym(Φ)→GL(H ) : σ 7→ Lσ given by (9.1).
(a) Show thatπΦ is a group homomorphism, i.e., is a linear representation (action)
of the groupG= Sym(Φ) onH .
(b) LetSΦ be the frame operator ofΦ . Show that ifg∈GL(H ), then

SΦ(g f) = (g∗)−1Sg∗Φ( f ), ∀ f ∈H .

(c) Show that ifΦ is tight, then the action of Sym(Φ) on H commutes withSΦ ,
i.e.,

SΦ(σ f ) = σSΦ( f ), ∀σ ∈ Sym(Φ), ∀ f ∈H .

9.4.Let Φ be a sequence ofn vectors. Show that if Sym(Φ) = Sn, then eitherΦ is
a basis, or the vertices of the simplex (up to projective unitary equivalence).
Remark:Therefore the symmetry group ofθ–isogonal configuration ofn vectors
(see Example 3.9) isSn.

9.5.Describe the symmetry group of anα–partition frame forRd (see§2.9).

9.6.Find the symmetry groups and their action onC2 of the tight frames

Φ := (




1

1



 ,




ω

ω2



 ,




ω2

ω



), Ψ := (




1

1



 ,




1

ω



 ,




1

ω2



), ω := e
2π i
3 ,

of Example 2.8.

9.7.Show that

Φ = (v,av,a2v,a3v,a4v,bv,abv,a2bv,a3bv,a4bv)∪ (u1,u2),

as given by (9.11) and (9.12) is a spherical(4,4)–design of 12 unit vectors forC2.





Chapter 10
Group frames

Here we introduce an important example of astructured frame, i.e., one in which
the frame vectors can be obtained from the index set in a simple way. Prototypical
examples of such frames include Gabor and wavelet systems.

We consider the analogue of a Gabor system, where the index set is a finite group
G, and the vectors are an orbit under a unitary action ofG. This is equivalent to a
frame whose symmetry group acts transitively on its vectors(Theorem 10.4). A
useful example to keep in mind is then equally spaced unit vectors inR2

or the vertices of a Platonic solid inR3.
A group frameΦ for H will be, effectively, a frame of the form

Φ = (gv)g∈G, v∈H , (10.1)

whereG⊂ GL(H ) is a finite group of linear transformations, i.e., one which is
the orbit of asinglevectorv under the linear action ofG. Many important frames
come in this way, e.g., the vertices of the Platonic solids, the harmonic frames, many
equiangular tight frames (including all the known SICs), and all the known MUBs.

By using representation theory, we will consider increasingly more general cases.
We start with the case when theG–orbit of all vectorsv 6= 0 gives a frame forH , and
finish with a complete characterisation of theG–invariant frames (Theorem 10.9).

209
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10.1 Representations andG-frames

Suppose thatG is a finite abstract group. Arepresentationor linear action of G on
a (finite dimensional) vector spaceH (overF) is a group homomorphism

ρH : G→GL(H ).

The linear actionof G onH given byρ = ρH will often be written

gv := ρ(g)(v), g∈G, v∈H .

Equivalent terminology is thatH is anFG–module, or just aG–module(if the field
F and action ofG is clear from the context). This is becauseH is a module over
thegroup algebraFG (theF–vector space with a basis given by the elements ofG
and multiplication given by extending the multiplication of G linearly). A subspace
(or set)V ⊂H is said to beG–invariant if gv∈V, ∀v∈V, and so

TheG–invariant subspaces ofH are precisely theFG–submodules ofH .

Two representations(H ,ρH ) and(K ,ρK ) are said to beequivalentif there is
an invertible linear mapT : H →K such that

ρK (g) = TρH (g)T−1, ∀g∈G.

Any representation ofG is equivalent to one in whichH is a Hilbert space, and
all the ρH (g) are unitary transformations (see Exer. 10.4). It thereforesuffices to
consider frames of the form (10.1) where the action is unitary (see Corollary 10.1).

Definition 10.1.Let G be a finite group. We say that a frame(φg)g∈G for H is a
group frame or G–frame if there exists a unitary representationρ : G→ U (H )
such that

gφh := ρ(g)φh = φgh, ∀g,h∈G.

Example 10.1.LetCn = 〈a〉 be the cyclic group of ordern. Then thenequally spaced
unit vectors are aCn–frame(gv)g∈Cn for R2 given by the unitary group action

a jv := ρR2(a j)v= ρR2(a) jv, ρR2(a) :=




cos2π

n −sin2π
n

sin2π
n cos2π

n



 . (10.2)

Since the representation (10.2) isfaithful, i.e., injective, we can takeG to be the
abstract groupCn, or the isomorphic copyρR2(G) = 〈ρR2(a)〉. In contrast,([1])g∈Cn

is aCn–frame forR, via the trivial representation (a jv := v, ∀v ∈ R), but hereG
cannot be taken to beρR(G) = {[1]} ⊂U (R) (the trivial group). This “repetition”
has certain technical advantages, e.g., for taking combinations (see Theorem 10.2),
or decomposing aG–frame into its constitute parts (see Theorem 10.7).
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10.2 The frame operator of aG–frame

Since unitary maps preserve lengths, the definition impliesthat

A G–frame is an equal–norm frame.

Theunitaryaction ofG in aG–frame gives:

Lemma 10.1.The frame operator S of a G–frame commutes with (the unitary action
of) G, i.e.,

S(h f) = hS( f ), ∀h∈G, ∀ f ∈H .

Proof. Let Φ = (φg)g∈G be aG–frame forH , with frame operatorS= SΦ . Then
ρ(h)∗ = ρ(h)−1 = ρ(h−1) gives

S(h f) = ∑
g∈G

〈h f,φg〉φg = h ∑
g∈G

〈 f ,h−1φg〉h−1φg

= h ∑
g∈G

〈 f ,φh−1g〉φh−1g = hS( f ),

as supposed. ⊓⊔
TheG–frame structure carries over to the dual and canonical tight frames.

Theorem 10.1.If Φ is G–frame forH , then so is

• The dual frameΦ̃ .
• The canonical tight frameΦcan.
• Any unitarily equivalent frameΨ .

In particular, Φcan is an equal–norm tight frame.

Proof. Let Φ = (φg)g∈G be aG–frame forH . By Lemma 10.1, the frame operator

S= SΦ commutes withG, and hence withS−1 andS−
1
2 (as these can be written as

power series inS). Thus the dual framẽΦ = (φ̃g)g∈G satisfies

gφ̃h = gS−1φh = S−1gφh = S−1φgh = φ̃gh, ∀g,h∈G,

and so is aG–frame. A similar argument (withS−
1
2 ) shows thatΦcan is aG–frame.

Suppose thatΨ is unitarily equivalent toΦ , sayΨ = cUΦ , c> 0,U ∈U (H ).
Let ρΦ be the representation withρΦ(g)φh = φgh, ∀g,h, and define a representation
ρΨ : G→U (H ) by ρΨ (g) :=UρΦU−1. ThenρΨ is unitary, and

ρΨ (g)ψh =UρΦ(g)U−1cUφh = cUρΦ(g)φh = cUφgh = ψgh, ∀g,h∈G,

so thatΨ is aG–frame. ⊓⊔
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Example 10.2.A θ–isogonal configuration(x j)
d
j=1 of d unit vectors forRd, i.e., one

with

〈x j ,xk〉= cosθ 6=− 1
d−1

, j 6= k

is a group frame (Exer. 10.13), and hence so is its dual. Its dual is also isogonal (see
Exer. 3.19). The canonical tight frame, an orthonormal basis, is also a group frame.

A frame given by a linear actionρ : G→ GL(H ) is similar to one given by a
unitary action:

Corollary 10.1. Let G be a finite group, andΦ = (φg)g∈G be a frame forH . Then
the following are equivalent

1. Φ = (ρ(g)v)g∈G for ρ : G→GL(H ) a group homomorphism and v∈H .
2. Φcan is a (tight) G–frame.

Proof. 1=⇒2. If Φ = (ρ(g)v)g∈G is a frame, then it is similar to a tightG–frame
Ψ can (see Exer. 10.4). Since similar frames have unitarily equivalent canonical tight
frames (Theorem 3.4),Φcan is unitarily equivalent toΨ can, and hence is aG–frame.

2=⇒1. Suppose thatΦcan= (τ(g)v)g∈G is a G–frame, and letS be the frame
operator forΦ . Then

Φ = S
1
2 Φcan= (S

1
2 τ(g)S−

1
2 w)g∈G, w := S

1
2 v,

whereG→GL(H ) : g 7→ S
1
2 τ(g)S− 1

2 is a group homomorphism. ⊓⊔
For many of the methods of combining frames (Section 5), a combination of

group frames is again a group frame.

Theorem 10.2.Group frames can be combined as follows.

1. The direct sum of disjoint G–frames is a G–frame.
2. The sum of a G1–frame and a G2–frame is a G1×G2–frame.
3. The tensor product of G1–frame with a G2–frame is a G1×G2–frame.

Proof. Use the notationx⊕y andx⊗y for the elements ofH1⊕H2 andH1⊗H2.
1. If Φ = (gv)g∈G andΨ = (gw)g∈G are disjointG–frames, then their direct sum

is Φ⊕Ψ = (g(v⊕w))g∈G, whereg(x⊕y) := gx⊕gy is a unitary action.
2 and 3. LetΦ j = (g jv j)g j∈G j beG j–frames. Then

(g1,g2)(x⊕y) := g1x⊕g2y, (g1,g2)(x⊗y) := g1x⊗g2y

define a unitary action ofG1×G2 onH1⊕H2 andH1⊗H2, respectively. Thus

Φ1+̂Φ2 =
(
(g1,g2)(

1
√

|G2|
v1⊕

1
√

|G1|
v2)
)

(g1,g2)∈G1×G2
,

Φ1⊗Φ2 =
(
(g1,g2)(v1⊗v2)

)

(g1,g2)∈G1×G2
,

and so the sum and tensor product of group frames is again a group frame. ⊓⊔
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10.3 Group matrices and the Gramian of aG–frame

If Φ = (φg)g∈G is aG–frame forH , then the unitary action ofG gives

g∗v := ρ(g)∗v= ρ(g)−1v= ρ(g−1)v= g−1v, ∀ f ∈H ,

and so the entries of its Gramian[〈φh,φg〉]g,h∈G have the special form

〈φh,φg〉= 〈hφ1,gφ1〉= 〈g−1hφ1,φ1〉. (10.3)

This is an example of what is called a group matrix orG–matrix.

Definition 10.2.Let G be a finite group. A matrixA= [agh]g,h∈G is aG–matrix (or
group matrix 1) if there exists a functionν : G→ C such that

agh = ν(g−1h), ∀g,h∈G.

It is natural to think of ann×n matrix A as aG–matrix for someG of ordern
if there is an indexing of its entries byG which yields aG–matrix. However, we
do not take this as our definition, as it complicates the description of the algebraic
properties of group matrices.

Example 10.3.Let G= D3
∼= S3 be the dihedral group of order 6, i.e.,

G= D3 = 〈a,b : a3 = 1,b2 = 1,b−1ab= a−1〉, (10.4)

and order its elements 1,a,a2,b,ab,a2b. Then eachG–matrix has the form

1 a a2 b ab a2b

1

a

a2

b

ab

a2b

















ν(1) ν(a) ν(a2) ν(b) ν(ab) ν(a2b)

ν(a2) ν(1) ν(a) ν(a2b) ν(b) ν(ab)

ν(a) ν(a2) ν(1) ν(ab) ν(a2b) ν(b)

ν(b) ν(a2b) ν(ab) ν(1) ν(a2) ν(a)

ν(ab) ν(b) ν(a2b) ν(a) ν(1) ν(a2)

ν(a2b) ν(ab) ν(b) ν(a2) ν(a) ν(1)

















. (10.5)

Example 10.4.If G is a cyclic group, sayZn with its elements ordered 0,1, . . . ,n−1,
then aG–matrix is acirculant matrix (see [Dav79])

1 Recently there has been a revival of interest in group matrices,see, e.g., [BR04] and [Joh07].
Some authors write the(g,h)–entry asν(gh−1), and variations thereof.
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A=














c0 c1 · · · cn−2 cn−1

cn−1 c0 c1 cn−2

... cn−1 c0
. ..

...

c2
. ..

. .. c1

c1 c2 · · · cn−1 c0














, a jk = ck− j := ν(k− j).

We now show:

A frame is aG–frame if and only if its Gramian is aG–matrix.

Theorem 10.3.(Characterisation) Let G be a finite group. ThenΦ = (φg)g∈G is a
G–frame (for its spanH ) if and only if its Gramian is a G–matrix.

Proof. If Φ is aG–frame, then (10.3) implies that its Gramian is aG–matrix.
Conversely, suppose that the Gramian of a frameΦ for H is a G–matrix. Let

Φ̃ = (φ̃g)g∈G be the dual frame, so that

f = ∑
g∈G

〈 f , φ̃g〉φg, ∀ f ∈H . (10.6)

For eachg∈G, define a linear operatorUg : H →H by

Ug( f ) := ∑
h1∈G

〈 f , φ̃h1〉φgh1, ∀ f ∈H .

Since Gram(Φ) = [〈φh,φg〉]g,h∈G is aG–matrix, we have

〈φgh1,φgh2〉= ν((gh2)
−1gh1) = ν(h−1

2 h1) = 〈φh1,φh2〉. (10.7)

It follows from (10.6) and (10.7) thatUg is unitary, by the calculation

〈Ug( f1),Ug( f2)〉= 〈 ∑
h1∈G

〈 f1, φ̃h1〉φgh1, ∑
h2∈G

〈 f2, φ̃h2〉φgh2〉

= ∑
h1∈G

∑
h2∈G

〈 f1, φ̃h1〉〈 f2, φ̃h2〉〈φgh1,φgh2〉

= ∑
h1∈G

∑
h2∈G

〈 f1, φ̃h1〉〈 f2, φ̃h2〉〈φh1,φh2〉

= 〈 ∑
h1∈G

〈 f1, φ̃h1〉φh1, ∑
h2∈G

〈 f2, φ̃h2〉φh2〉= 〈 f1, f2〉.

Similarly, we have

Ugφh = ∑
h1∈G

〈φh, φ̃h1〉φgh1 = ∑
h1∈G

〈φgh, φ̃gh1〉φgh1 = φgh.
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This implies thatρ : G→U (H ) : g 7→Ug is a group homomorphism, since

Ug1g2φh = φg1g2h =Ug1φg2h =Ug1Ug2φh, H = span{φh}h∈G.

Thusρ is a unitary representation ofG onH , with

ρ(g)φh = φgh, ∀g,h∈G,

i.e.,Φ is aG–frame forH . ⊓⊔
In particular, we can characterise normalised tightG–frames:

Corollary 10.2. Let G be a finite group. ThenΦ = (φg)g∈G is a normalised tight
G–frame (for its spanH ) if and only if its Gramian P is a G–matrix which is a
projection, i.e., P2 = P.

Proof. A finite frame is a normalised tight frame if and only if its Gramian P is
an orthogonal projection matrix (Theorem 2.1), i.e.,P2 = P andP= P∗. The result
then follows, since every Gramian satisfiesP= P∗. ⊓⊔

This extends to spanning sequences via the canonical coordinates (Chapter 4).

Corollary 10.3. A spanning sequenceΦ = (φg)g∈G for an F–vector space (with
F = F) is similar to a G–frame if and only if the canonical Gramian P= PΦ is a
G–matrix. In this case, we can takeΨ = (PΦeg)g∈G with the unitary action given by

g(Peh) = Pegh.

We will see in§13.1 that theG–matrices form an algebra, which is isomorphic
to thegroup algebraCG, via the correspondence

A= [ν(g−1h)]g,h∈G ⇐⇒ ∑
g∈G

ν(g)g∈ CG. (10.8)

ThusG–frames (up to similarity) can also be identified with elements ofCG.
We now show that ifΦ is similar to aG–frame, then its complement is similar to

aG–frame.

Corollary 10.4. The complement of a tight G–frame is a tight G–frame.

Proof. LetΨ be the complement of a normalised tightG–frameΦ = (φg)g∈G. Since
Gram(Φ)+Gram(Ψ) is the identity matrix, we have

〈ψh,ψg〉=
{

−〈φh,φg〉=−〈g−1hφ1,φ1〉, h 6= g;

1−〈φh,φg〉= 1−〈g−1hφ1,φ1〉, h= g

i.e.,Ψ is aG–frame. ⊓⊔
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10.4 Identifying G–frames from their Gramian

The previous results imply that we can determine whether a frameΦ is similar to a
G–frame by considering its (canonical) GramianPΦ .

This gives simplenecessary conditionsfor Φ to be similar to aG–frame, e.g.,

• The diagonal entries ofPΦ must be constant.
• The entries of every row/column ofPΦ must be the same (up to reordering).

By investigating the symmetry group Sym(Φ) (which can be calculated), one can
determine whether a frameΦ is similar to aG–frame (possibly with repetitions).

Theorem 10.4.A frameΦ with n vectors is similar to a G–frame if and only if its
symmetry groupSym(Φ) has a transitive subgroup G. In this case,Φ with each of
its vectors repeated|G|/n times is similar to the tight G–frame

(σPΦej)σ∈G = (PΦeσ j)σ∈G ( j fixed).

Proof. Let Φ = (φ j)
n
j=1. The action ofσ ∈ Sym(Φ) on ran(PΦ) given by

σ(PΦej) := PΦeσ j

is unitary (since(PΦej)
n
j=1 is a tight frame). Hence, forj fixed, (σPΦej)σ∈G is a

tight G–frame, which is similar toΨ = (φσ j)σ∈G. If G is transitive, i.e., for any
j,k ∈ {1, . . . ,n} there is a permutationσ ∈ G mapping j to k, thenΨ consists of
|G|/n copies ofΦ .

Conversely, if Sym(Φ) is not transitive, thenΦ is not a group frame. ⊓⊔

Example 10.5.Let Φ = (u j)
3
j=1 be the three equally spaced unit vectors inR2

(Mercedes–Benz frame), which has symmetry group Sym(Φ) = S3 (Exer. 9.2).
The transitive groupS3 has one transitive proper subgroup, i.e., the cyclic group

C3 = 〈a〉, a= (123).

The canonical Gramian ofΦ , which determines Sym(Φ), is

PΦ =
2
3








1 −1
2 −1

2

−1
2 1 −1

2

−1
2 −1

2 1








=
2
3
[v1,v2,v3].

Thus (by fixing j = 1) Φ can be thought of as aS3–frame(vσ1)σ∈S3 of six vectors,
or as aC3–frame(vσ1)σ∈C3 of three vectors.

Suppose the action ofa on Φ is rotation through2π
3 , andb = (23) acts as the

reflection which fixesu1, i.e., bu1 = u1, bu2 = u3, bu3 = u2. Then theS3–frame
(vσ1)σ∈S3 is similar to theS3–frame(σu1)σ∈S3 (with the above unitary action). As
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these two frames are tight, they have the same Gramian (up to ascalar), which is an
S3–matrix. This matrix, with the same indexing as in (10.5), isgiven by

1 a a2 b ab a2b

1

a

a2

b

ab

a2b

















1 −1
2 −1

2 1 −1
2 −1

2

−1
2 1 −1

2 −1
2 1 −1

2

−1
2 −1

2 1 −1
2 −1

2 1

1 −1
2 −1

2 1 −1
2 −1

2

−1
2 1 −1

2 −1
2 1 −1

2

−1
2 −1

2 1 −1
2 −1

2 1

















. (10.9)

This can be calculated via

ν(g−1h) := 〈hu1,gu1〉= 〈g−1hu1,u1〉=
2
3
〈vg−1h1,v1〉,

e.g.,

ν(ab) =
2
3
〈v(123)(23)1,v1〉,=

2
3
〈v2,v1〉=

2
3

(
−3

4

)
=−1

2
.

It is easy to check that this matrix is a rank 2 orthogonal projection (up to a scalar).
The element of the group algebraCS3 that it corresponds to via (10.8) is

∑
g∈S3

ν(g)g= 1− 1
2

a− 1
2

a2+b− 1
2

ab− 1
2

a2b= (1+b)(1− 1
2

a− 1
2

a2).

Example 10.6.(Repeated vectors) IfΦ is a frame ofn vectors, then it may be that
Sym(Φ) is transitive, but doesn’t contain a transitive subgroupG of ordern. Thus it
may be necessary to the repeat the vectors inΦ in order to view it as a group frame.
For example, letΦ be the tight frame given by the 20 vertices of dodecahedron (see
§10.6). With the labelling of Figure 10.2,

Sym(Φ) = 〈a,b, r〉 ∼= A5×Z2, |Sym(Φ)|= 120,

wherea andb act as rotations through 72◦, c as a reflection, and are given by

a= (1,2,3,4,5)(6,8,10,12,14)(7,9,11,13,15)(16,17,18,19,20),

b= (1,6,7,8,2)(3,5,15,16,9)(4,14,20,17,10)(12,13,19,18,11),

c= (2,5)(3,4)(7,15)(8,14)(9,13)(10,12)(16,20)(17,19).

This group has one subgroup of order 20, which is not transitive, no subgroup of
order 40, and unique and transitive subgroups of orders 60 and 120. Thus the vertices
of the dodecahedron can be viewed as anA5–frame (vectors repeated three times)
and as anA5×Z2–frame (vectors repeated six times).
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10.5 Irreducible G–frames

Given a unitary action of a finite groupG onH , and somev∈H , one has

Φ = (gv)g∈G is aG–frame for its span.

In §10.9 we will answer the questions:

• When isΦ a frame forH ?
• When isΦ tight?

The answer is particularly simple, and instructive, in the following situation.

Definition 10.3.A linear action (or representation) of a groupG on H 6= 0 is said
to beirreducible if the onlyG–invariant subspaces ofH are{0} andH , i.e.,

span{gv}g∈G = H , ∀v 6= 0, v∈H .

A G–frame given by such a unitary action is called anirreducible G–frame.

Theorem 10.5.(Irreducible G–frames). Suppose a unitary action of a groupG on
H is irreducible. Then(gv)g∈G is a tight G–frame forH for any v6= 0, i.e.,

f =
dim(H )

|G|
1
‖v‖2 ∑

g∈G

〈 f ,gv〉gv, ∀ f ∈H .

Proof. Fix a nonzero vectorv, and letS be the frame operator of(gv)g∈G. Since
S is positive, it has an eigenvalueλ > 0 with eigenvectorw. By Lemma 10.1,S
commutes with (the action of)G, and sogw is also an eigenvector forλ , for any
g∈G, by the calculation

S(gw) = gS(w) = g(λw) = λ (gw).

But {gw}g∈G spansH , and soS= λ IH , i.e.,(gv)g∈G is a tight frame. Taking traces
gives

trace(S) = ∑
g
‖gv‖2 = |G|‖v‖2 = λ dim(H ) = trace(λ IH ),

which determinesλ . ⊓⊔

Corollary 10.5. All irreducible G–frames are tight.

Example 10.7.(Equally spaced vectors) Then equally spaced unit vectors inR2

(vertices of ann sided regular polygon) are an irreducible (tight)Cn–frame. They
are an orbit of the cyclic group of ordern acting via rotations as in (10.2), which
is clearly irreducible. By way of comparison, to show this frame is tight by direct
calculation would require the identities
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n

∑
j=1

(

cos
2π j
n

)2

=
n

∑
j=1

(

sin
2π j
n

)2

=
n
2
,

n

∑
j=1

cos
2π j
n

sin
2π j
n

= 0,

which can now be viewed as a consequence of Theorem 10.5.

We note that all irreducible representations of abelian groups (such asCn) over
complex vector spaces are one–dimensional. From this it follows (see Chapter 11)
that there are only finitely manyG–frames forG abelian, i.e., the harmonic frames.
We now show:

If G is nonabelian, then there are uncountably many unitarily inequivalent
irreducibleG–frames.

Proposition 10.1.Let G be a finite nonabelian group with an irreducible unitary
action onCd, d ≥ 2 (such an action always exists). Then there are uncountably
many irreducible G–frames forCd (up to projective unitary equivalence).

Proof. Since all irreducibleG–frames are tight, they are unitarily equivalent if and
only if their Gramians are equal (when the generating vectors have equal norms).
Let ρ be the representation. Then someρ(g) has two distinct eigenvaluesλ1 6= λ2,
otherwise eachρ(g) would be a scalar matrix, and

span{gv}g∈G = span{v}g∈G 6= Cd,

contradicting the irreducibility ofρ . Letu1⊥ u2 be corresponding unit eigenvectors,
andvα be the unit vector

vα := αu1+
√

1−|α|2u2, |α| ≤ 1.

The(1,g)–entry of the Gramian of the irreducibleG–frameΦα = (gvα)g∈G is

〈gvα ,vα〉= 〈αλ1u1+
√

1−|α|2λ2u2,αu1+
√

1−|α|2u2〉= αλ1+
√

1−|α|2λ2,

and so for differentα, the framesΦα are unitarily inequivalent. ⊓⊔

Example 10.8.The above argument extends to some irreducible actionsρ on Rd.
For example, if there is an elementρ(g) 6= −I of order 2, then it has eigenvalues
±1 (with orthogonal eigenvectors inRd). An example of this is the action of the
dihedral groupDn onR2 (as reflections and rotations) given in Example 9.4, which
gives uncountably manyDn–frames forR2 (see Figure 2.2 for the casen= 3).

Example 10.9.Let G be the nonabelian group of orthogonal matrices generated by
a the rotation through 2π/3 andb the reflection in they–axis, i.e.,
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a=
1
2




−1 −

√
3

√
3 −1



 , b=




−1

1



 ,

which is the dihedral groupD3. This action ofD3 onR2 is irreducible. Thus

Φ := (gv)g∈D3 = (v,av,a2v,bv,abv,a2bv)

is an irreducibleD3–frame for every nonzero vectorv ∈ R2. For v = (x,y) a unit
vector, the Gramian ofΦ is theD3–matrix

Gram(Φ) =

















1 −1/2 −1/2 α +β −α −β

−1/2 1 −1/2 −β α +β −α

−1/2 −1/2 1 −α −β α +β

α +β −β −α 1 −1/2 −1/2

−α α +β −β −1/2 1 −1/2

−β −α α +β −1/2 −1/2 1

















,

where

−α :=
1
2

x2−
√

3xy− 1
2

y2, −β :=
1
2

x2+
√

3xy− 1
2

y2, α +β = y2−x2.

We observe that this gives uncountably many unitarily inequivalentD3–frames (see
Figure 2.2). By considering the leading principal minor of order 3, we can see that
the irreducible unitary action of the abelian subgroupC3 = 〈a〉 gives just one irre-
ducibleC3–frame up to unitary equivalence (the Mercedes–Benz frame).

For irreducible actions onH = Cd there is an associated tight frame forCd×d

(with the Frobenius inner product).

Theorem 10.6.Suppose that there is a unitary actionρ of a finite group G onCd.
Then the following are equivalent

1. The action ofρ is irreducible.
2. If 〈v,w〉 6= 0, then(gv)g∈G and(gw)g∈G are dual tight G–frames, i.e.,

f =
d
|G|

1
〈v,w〉 ∑

g∈G

〈 f ,gw〉gv, ∀ f ∈ Cd. (10.10)

3. The unitary maps(ρ(g))g∈G are a tight G–frame for the d×d matrices, i.e.,

A=
d
|G| ∑g∈G

〈A,ρ(g)〉ρ(g), ∀A∈ Cd×d. (10.11)
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Proof. Let Sbe the operatorCd→ Cd given by

S f := ∑
g∈G

〈 f ,gw〉gv, f ∈ Cd.

This commutes with the action ofG onCd (see Exer. 10.1).
1=⇒2. If ρ is irreducible, then it is absolutely irreducible, and Schur’s Lemma

(see Lemma 10.4) implies thatS= λ I . Take the trace of this, using Exer. 3.1 and the
fact the action ofG is unitary, to get

λd = trace(λ I) = trace(S) = ∑
g∈G

〈gv,gw〉= ∑
g∈G

〈v,w〉= |G|〈v,w〉.

2=⇒3. We have〈 f ,gw〉= trace( f (ρ(g)w)∗) = trace( f w∗ρ(g)∗) = 〈 f w∗,ρ(g)〉,
〈v,w〉= w∗v, and so (10.10) can be written as

f w∗v=
d
|G|∑g

〈 f w∗,ρ(g)〉ρ(g)v, ∀ f ,w,v∈ Cd

⇐⇒ f w∗ =
d
|G|∑g

〈 f w∗,ρ(g)〉ρ(g), ∀ f ,w∈ Cd

⇐⇒ A=
d
|G|∑g

〈A,ρ(g)〉ρ(g), ∀A∈ Cd×d = span{eje
∗
k}1≤ j,k≤d.

3=⇒1. TakeA= f v∗, and use〈 f v∗,ρ(g)〉= 〈 f ,ρ(g)v〉, v∗v= ‖v‖2 to get

f v∗ =
d
|G|∑g

〈 f v∗,ρ(g)〉ρ(g) =⇒ f‖v‖2 = d
|G|∑g

〈 f ,ρ(g)v〉ρ(g)v,

i.e., f ∈ span{gv}g∈G, ∀v 6= 0, and so the action is irreducible. ⊓⊔

Example 10.10.The real unitary matrices







0 1 0

0 0 1

1 0 0







,








1 0 0

0 −1 0

0 0 −1








generate a groupG of order 12 (isomorphic toA4) whose action onC3 is irreducible.
Thus the 12 matrices inG form a tight frame for the 9–dimensional spaceR3×3.

Example 10.11.(Nice error bases) Ifρ is an irreducible unitary action ofG onCd,
then, by Schur’s lemma, the centreZ(ρ(G)) of the matrix groupρ(G) consists of
scalar matrices, andρ gives a projective representation ofH = ρ(G)/Z(ρ(G)).
When H has orderd2, i.e., thed2 matrices ofρ(G) (up to scalar multiples) are
an orthogonal basis forCd×d, the matrices are known as anice error basiswith
index groupH (see§13.13).
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10.6 The vertices of the Platonic solids

The unitary action of the symmetry groups of the fivePlatonic solids(with centre
of gravity at the origin) onR3 is irreducible (see Exer. 10.8), and so the vertices of
the Platonic solids are irreducibleG–frames. Similarly, the vertices of the truncated
icosahedron (aka the ‘soccer ball’, ‘bucky ball’) form a tight frame forR3.

Fig. 10.1: The five Platonic solids:tetrahedron, cube, octahedron, dodecahedronandicosahedron.

We may apply Theorem 10.4 to determine for which groupsG the vertices of
a given Platonic solid are a (possibly not irreducible)G–frame (see Table 10.1).
These calculations are outlined in Figure 10.2, which were adapted from [Mor04]
(who kindly allowed us to reproduce his figures here).

Table 10.1: The groupsG for which the verticesΦ of a Platonic solid are aG–frame.

Platonic solid vertices faces transitive subgroupsG of Sym(Φ)

Tetrahedron 4 4 S4 (order 24), A4 (order 12),

D4 (order 8), Z2×Z2, Z4 (order 4).

Cube 8 6 S4×Z2 (order 48),

S4, A4×Z2 (order 24), D4×Z2 (order 16),

Z2×Z2×Z2, Z2×Z4, D4 (order 8).

Octahedron 6 8 S4×Z2 (order 48), S4, A4×Z2 (order 24),

A4, D6 (order 12), S3, Z6 (order 6).

Dodecahedron20 12 A5×Z2 (order 120), A5 (order 60).

Icosahedron 12 20 A5×Z2 (order 120), A5 (order 60).

A4×Z2 (order 24), A4 (order 12).

Let G be the symmetry group of a Platonic solid acting onR3 (the order ofG can
be |G|= 24,48,120). For a generic vectorv∈ R3, the irreducibleG–frame(gv)g∈G

has|G| distinct vectors (none are repeated), and there are uncountably many such
unitarily inequivalent frames. The vertices of the Platonic solids have the additional
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property that they are stabilised by apropersubgroup ofG. Generalising this leads
to the finite class ofhighly symmetric tight frames(see§13.8).

Tetrahedron

a := (1 2 3),
b := (4 2 3),
c := (1 2),
〈a,b,c〉 ∼= S4 (tetrahedral group).

Cube

a := (1 2 3 4)(5 6 7 8),
b := (1 4 8 5)(2 3 7 6),
c := (2 4)(6 8),
〈a,b,c〉 ∼= S4×Z2 (octohedral group).

Octahedron

a := (1 2 3 4),
b := (5 1 2)(6 3 4),
c := (1 2)(3 4),
〈a,b,c〉 ∼= S4×Z2 (octohedral group).

Dodecahedron

a :=(1 2 3 4 5)(6 8 10 12 14)(7 9 11 13 15)(16 17 18 19 20),
b :=(1 6 7 8 2)(3 5 15 16 9)(4 14 20 17 10)(12 13 19 18 11),
c :=(2 5)(3 4)(7 15)(8 14)(9 13)(10 12)(16 20)(17 19),
〈a,b,c〉 ∼= A5×Z2 (icosohedral group).

Icosahedron

a := (1 2 3 4 5)(7 8 9 10 11),
b := (1 2 6)(3 5 7)(4 11 8)(9 10 12),
c := (1 2)(3 5)(8 11)(9 10),
〈a,b,c〉 ∼= A5×Z2 (icosohedral group).

Fig. 10.2: Generators for the symmetry groups of the vertices ofthe Platonic solids.
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10.7 Irreducible G–frames from vertex–transitive graphs

Let Γ be a graph onn vertices. There is a unitary action of the automorphism group
Aut(Γ ) of Γ onRn (where the vertices are labelled 1,2, . . . ,n) given by

σej := eσ j , ∀ j.

Let A= [a jk] be the(0,1)–adjacency matrix of the graphΓ (a jk = 1 if and only if
there is an edge fromj to k). Forσ ∈ Aut(Γ ), aσ j,σk = a jk, and so we have

σ(Aej) = σ
(

∑
r

ar j er

)

= ∑
r

ar j σer = ∑
r

ar j eσ r = ∑
s

aσ−1s, jes

= ∑
s

as,σ jes = Aeσ j = A(σej), (10.12)

i.e., the action of Aut(Γ ) commutes with the actionA.
Now suppose thatΓ is avertex–transitive graph, i.e., a graph for which there is

an automorphism taking any vertex to any other. LetG be any subgroup of Aut(Γ )
whose action on the vertices ofΓ is transitive. Then by (10.12), the columns of
A are aG–frame(σAej)σ∈G = (Aeσ j)σ∈G (where each column is repeated|G|/n
times). SinceA is symmetric, it is unitarily diagonisable. LetEλ be the orthogonal
projection onto theλ–eigenspace. TheEλ are called the primitive idempotents. By
(10.12),

σ
(

∑
λ

λEλ ej

)

= ∑
λ

Eλ eσ j =⇒ σEλ ej = Eλ eσ j .

The unitary action ofG on theλ–eigenspace is irreducible (this is true for any
distance–transitive graph), and so theG–orbit of anyλ–eigenvectorv is an irre-
ducibleG–frame for theλ–eigenspace (Theorem 10.5). Taking the choicev= Eλ ej

and lettingG be any transitive subgroup of Aut(Γ ) gives a tightG–frame

(σEλ ej)σ∈G = (Eλ eσ j)σ∈G

for the λ–eigenspace, which has at mostn distinct vectors. The Gramian of the
normalised tight frame(Eλ ej)

n
j=1 is Eλ . From these observations, we obtain:

Proposition 10.2.LetΓ be a vertex–transitive graph, with adjacency matrix A, and
primitive idempotents Eλ . For each choiceαλ ∈ {0,1} (not all αλ = 0), define an
orthogonal projection matrix

Pα := ∑
λ

αλ Eλ , rank(Pα) = ∑
λ

αλ dim(Eλ ).

Then the n columns of Pα can be viewed as a normalised tight G–frame(Pαeσ j)σ∈G,
where G is any transitive subgroup ofAut(Γ ).

By construction, the tight frameΦ = (Pαej)
n
j=1 has Aut(Γ )⊂ Sym(Φ).
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10.8 Maschke’s theorem and homogeneousG–frames

To understand theG–frames for unitary actions which are not irreducible, we need
to decompose a space intoG–invariant subspaces (FG–submodules). This is often
presented in the language ofFG–modules (see Exer. 10.9, [JL01]). We will use the
following terminology:

Definition 10.4.Suppose that there is a linear action of a groupG on F–vector
spacesV andW. Then a linear mapσ : V →W is anFG–homomorphismif it
commutes with the action ofG, i.e.,

σ(g f) = g(σ f ), ∀g∈G, ∀ f ∈H .

A bijectiveFG–homomorphism is anFG–isomorphism, writtenV ∼=W.

An FG–homomorphism is also called aG–morphism, aG–equivariant map, or
aG–map, where the fieldF is understood from the context.

Example 10.12.The frame operatorSof aG–frame is anFG–isomorphism (Lemma
10.1), and if there is a unitary action ofG onV andW, then

S f := ∑
g∈G

〈 f ,gv〉gw, ∀ f ∈V,

defines anFG–homomorphismS: V→W for anyv∈V, w∈W (see Exer. 10.1).

We now give a version of Maschke’s theorem, where the unitaryaction ensures
that the direct sum isorthogonal.

Lemma 10.2.(Maschke). Suppose that there is unitary action of finite group G on
V = H . Then V can be written as an orthogonal (internal) direct sum

V =V1⊕V2⊕·· ·⊕Vm (10.13)

of irreducible G–invariant subspaces Vj , where the Vj are unique up to ordering and
FG–isomorphism, and the homogeneous components

HV(W) := ∑
X⊂V
X∼=W

X =
⊕

Vj∼=W

Vj (10.14)

corresponding to an irreducible W are unique.

Proof. Use strong induction ond = dim(H ). The cased = 0 is trivial. Ford > 0,
let V1 6= 0 be an irreducibleG–invariant subspace. ThenV = V1⊕X, with X the
orthogonal complement ofV1. We now show thatX is G–invariant, which gives
(10.13). Since the action is unitary, forg∈G andx∈ X, we have

〈gx,v〉= 〈x,g−1v〉= 0, ∀v∈V1 =⇒ gx∈V⊥1 = X.
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The usual arguments to show that theVj are unique up toFG–isomorphism
(Jordan–Ḧolder), andHV(W) =

⊕

Vj∼=WVj , apply without modification. ⊓⊔

Thus there is a unique orthogonal decomposition of the spaceH =V into its
homogeneous components

V =
⊕

W∈W

HV(W),

whereW is the collection of different irreducibleG–invariant subspaces ofH

(up toFG–isomorphism). TheHV(W) can be calculated by Theorem 13.2.

It is easy to check that aG–invariant subspace of someHW(V) is again a sum of
irreducibleG–invariant subspaces which areFG–isomorphic toW.

Definition 10.5.A G–frame for a spaceH with just one nonzero homogeneous
component is called ahomogeneousG–frame.

Example 10.13.An irreducibleG–frame is a homogeneousG–frame. ForG non-
abelian, there are uncountably many homogeneousG–frames (see Proposition 10.1).

To decompose aG–frame into homogeneousG–frames, we need:

Lemma 10.3.(Schur). Suppose that A: V→W is a linear map between irreducible
G–invariant subspaces ofH which commutes with the linear action of G, i.e, an
FG–homomorphism. Then either

1. A= 0.
2. A is invertible, i.e., V and W areFG–isomorphic.

Proof. Suppose thatA 6= 0. Then ker(A) 6= V and ran(A) 6= 0. Since the mapA is
anFG–homomorphism, its kernel and range areG–invariant subspaces ofV andW.
Hence, by irreducibility, ker(A) = 0, ran(A) =W, i.e.,A is a bijection. ⊓⊔

Theorem 10.7.(Homogeneous decomposition). Suppose there is a unitary action of
a finite group G on

V = H =
⊕

W∈W

HV(W).

If v = ∑W vW, vW ∈ HV(W), then the G–frameΦ = (gv)g∈G (for its span) can be
decomposed as an orthogonal direct sum of homogeneous G–frames, i.e.,

Φ =
⊕

W∈W

ΦW, ΦW := (gvW)g∈G.

In particular, G–frames in different homogeneous components are orthogonal.
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Proof. Sinceg(∑W vW) = ∑W gvW, it follows immediately thatΦ is the direct sum
of the homogeneousG–framesΦW for span(ΦW)⊂HW(V). It remains only to show
the orthogonality of this direct sum, i.e., that the maps

B : span(ΦW1)→ span(ΦW2) : f 7→ ∑
g∈G

〈 f ,gvW1〉gvW2, W1 6=W2

are zero. By Maschke’s theorem, it suffices to show thatA := PV2B|V1 = 0, where
Vj ⊂ span(ΦWj ) ⊂ HV(Wj), Vj

∼= Wj , are irreducibleG–invariant subspaces, and
PVj is the orthogonal projection ontoVj . The mapA : V1→ V2 commutes with the
action ofG, sincePV2 andA|V1 do (the latter by the argument of Lemma 10.1). By
Schur’s Lemma (Lemma 10.3), we haveA = 0, as otherwiseV1 andV2 would be
FG–isomorphic, contradictingVj

∼=Wj . ⊓⊔
In other words:

A G–frame is theorthogonaldirect sum of homogeneousG–frames.

10.9 The characterisation of all tightG–frames

If there is aG–frame forH , then there is one which is tight:

Proposition 10.3.Suppose that there is a unitary action of a finite group G onH .
Then the following are equivalent

1. For some v∈H , {gv}g∈G spansH .
2. There is a G–frame forH .
3. There is a tight G–frame forH .

Proof. Since finite frames are simply spanning sequences, Theorem 10.1 gives

span{gv}g∈G = H ⇐⇒ Φ = (gv)g∈G is aG–frame forH

⇐⇒ Φcan is a tightG–frame forH .

⊓⊔
This gives a simple necessary condition for the existence ofa tightG–frame for

H . We now give aconstructivecharacterisation of whichG–orbits under a unitary
action are tightG–frames.

We recall that a real vector spaceH can be complexifiedH C ∼= H ⊕ iH , and
a linear/unitary mapU on H extends toH C via U(v1⊕ iv2) := (Uv1)⊕ (iUv2).
Thecomplexificationof H is H C whenF= R, andH whenF= C.

In this way, anFG–moduleV can always be thought of as aCG–module.

Definition 10.6.A linear action of a finite groupG on H (or representation, or
FG–module) isabsolutely irreducible if the action onH C is irreducible.
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Example 10.14.For F = C irreducibility and absolute irreducibility coincide. The
unitary action (10.2) of the cyclic groupCn onR2 is irreducible, but is not absolutely
irreducible, since the eigenspaces ofρR2(a) as aC–linear map areG–invariant.

Schur’s lemma (Lemma 10.3) implies that theF–vector space HomFG(V,W) of
the FG–homomorphisms between theFG–isomorphic irreduciblesV andW is a
division ring. WhenF=C (orV andW are absolutely irreducible), then this division
ring is one–dimensional. This leads to the following.

Lemma 10.4.(Schur) Suppose that S: Vj →Vk is anFG–homomorphism between
absolutely irreducibleFG–modules, which areFG–isomorphic viaσ : Vj → Vk.
Then

S= cσ , for some c∈ F.

Proof. SinceVj andVk are absolutely irreducible, HomFG(Vj ,Vk) is one–dimensional,
and so spanned byσ . This gives the result (withc possibly zero). ⊓⊔

We now show that every tightG–frame is a direct sum of irreducibleG–frames:

Theorem 10.8.(Characterisation). Let there be a unitary action of a finitegroup G
on H = V1⊕V2⊕ ·· · ⊕Vm, an orthogonal direct sum of irreducible G–invariant
subspaces. Then

(gv)g∈G, v= v1+ · · ·+vm, v j ∈Vj

is a tight G–frame forH if and only if

v j 6= 0, ∀ j,
‖v j‖2
‖vk‖2

=
dim(Vj)

dim(Vk)
, j 6= k, (10.15)

and when Vj 6=Vk areFG–isomorphic,(gvj)g∈G and(gvk)g∈G are orthogonal, i.e.,

∑
g∈G

〈v j ,gvj〉gvk = 0. (10.16)

Moreover, if Vj is absolutely irreducible, then(10.16)can be replaced by

〈σv j ,vk〉= 0, (10.17)

whereσ : Vj →Vk is anyFG–isomorphism.

Proof. Φ = (gv)g∈G is a tight frame forH if and only if there exists aλ > 0 with

SΦ( f ) = ∑
g∈G

〈 f ,gv〉gv= λ f , ∀ f ∈H .

By linearity, it suffices to show this forf j ∈Vj , 1≤ j ≤m, i.e.,

∑
g∈G

〈 f j ,gv〉gv= ∑
g∈G

〈 f j ,gvj〉gvj + ∑
g∈G

∑
k6= j

〈 f j ,gvj〉gvk = λ f j , (10.18)
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sincegv= ∑ j gvj . By equating theVk components, (10.18) holds if and only if

∑
g∈G

〈 f j ,gvj〉gvj = λ f j , ∑
g∈G

〈 f j ,gvj〉gvk = 0, k 6= j. (10.19)

By Theorem 10.5, the first condition will hold for allf j ∈Vj providedv j 6= 0, with
a λ = λ j > 0, which depends onj, given by

λ j =
|G|‖v j‖2
dim(Vj)

.

Thereforeλ j is independent ofj if and only if the second part of (10.15) is satisfied.
By Theorem 10.7, the second condition in 10.19 automatically holds if Vj 6∼= Vk.
Since{hvj}h∈G spansVj , the second condition in 10.19 can be rewritten

∑
g∈G

〈hvj ,gvj〉gvk = h ∑
g∈G

〈v j ,h
−1gvj〉h−1gvk = h ∑

g∈G

〈v j ,gvj〉gvk = 0, k 6= j,

which gives (10.16), sinceh mapsVk→Vk bijectively.
Finally, if Vj is absolutelyirreducible, then

S: Vj →Vk : f j 7→ ∑
g∈G

〈 f j ,gvj〉gvk

is a nonzeroFG–homomorphism (Exer. 10.1), so Lemma 10.4 givesS= cσ , c∈ F.
We now determinec. Since the action is unitary, using Theorem 10.5, we calculate

〈Svj ,σv j〉= 〈∑
g∈G

〈v j ,gvj〉gvk,σv j〉= ∑
g∈G

〈v j ,gvj〉〈gvk,σv j〉

= ∑
g∈G

〈g−1v j ,v j〉〈vk,σg−1v j〉= 〈vk,σ ∑
g∈G

〈v j ,g
−1v j〉g−1v j〉

= 〈vk,σ
|G|‖v j‖2
dim(Vj)

v j〉=
|G|‖v j‖2
dim(Vj)

〈vk,σv j〉.

Since〈Svj ,σv j〉= 〈cσv j ,σv j〉= c‖σv j‖2, we have

S f = ∑
g∈G

〈 f ,gvj〉gvk =
|G|‖v j‖2

dim(Vj)‖σv j‖2
〈vk,σv j〉σ f ,

and the condition (10.16), i.e.,Svj = 0, is equivalent to (10.17). ⊓⊔

Example 10.15.(One summand). Form= 1 this reduces to Theorem 10.5.

Example 10.16.(Harmonic frames) IfG is an abelian group, then all the absolutely
irreducibleFG–modules areone–dimensional, with the action ofG given by

gvj = ξ j(g)v j , v j ∈Vj ,
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whereξ j is a character ofG (see§11.2). The condition (10.16) becomes

∑
g∈G

〈v j ,ξ j(g)v j〉ξk(g)vk = ∑
g∈G

ξk(g)ξ j(g)‖v j‖2vk = 0 =⇒ ∑
g∈G

ξk(g)ξ j(g) = 0,

i.e., the characters are orthogonal, and so each character can be taken at most once.
Theseharmonic framesare studied in Chapter 11.

Example 10.17.(Dimension of aG–frame) For an absolutely irreducibleW ∈ W

(for which the action ofG is unitary) andσ j : Vj →W anyFG–isomorphism, the
condition (10.17) can be written (see Exer. 10.2) as

〈σ jv j ,σkvk〉= 0, j 6= k.

Therefore the maximal number of summands which can beFG–isomorphic toW is
dim(W). When the number of summands inH =⊕ jVj that areFG–isomorphic to
a givenW is zero or dim(W), then one obtains acentral G–frame (see§xx).

Taking each absolutely irreducibleW ∈ W as a summand dim(W) times gives
rise to tightG–frame, so that

∑
W∈W

dim(W)2≤ |G|. (10.20)

On the other hand, takingP= I in Corollary 10.3 gives the tightG–frame(eg)g∈G

for CG, so there is equality. More generally, all of the possible dimensions for a
G–frame are

∑
W∈W

aW dim(W), 0≤ aW ≤ dim(W),

whereaW is the multiplicity of the absolutely irreducibleW as a summand.

Example 10.18.Suppose that there is an irreducible unitary action ofG onW =Cd.
This induces a unitary actionρ ond×d matrices via matrix multiplication

ρ(g)[u1, . . . ,ud] = [gu1, . . . ,gud], u j ∈ Cd.

Let Vj be theG–invariant subspace ofCd×d consisting of the matrices which are
zero in all but thej–th column (and the zero matrix),

v j = [0, . . . ,u j , . . . ,0], σ j : Vj → Cd : v j 7→ u j .

Thenσ j is aCG–isomorphism, and so theG–orbit ofU = [u1, . . . ,ud] = v1+ · · ·+vd

is a tightG–frame forCd×d if and only if ‖v j‖= ‖u j‖ is constant (for allj) and

〈σ jv j ,σkvk〉= 〈u j ,uk〉= 0, j 6= k,

i.e.,U is a unitary matrix (up to a scalar). Thus, withU unitary, (10.11) generalises
to

A=
d
|G| ∑g∈G

〈A,ρ(g)U〉ρ(g)U, ∀A∈ Cd×d.
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10.10 G–frames of multivariate orthogonal polynomials

Here we apply Theorem 10.8 to construct tight frames of orthogonal polynomials of
several variables which share the symmetries of the weight (also see§15 and§16).

Let Π := Π(Rd) be the polynomials ind real variables, andΠk := Πk(R
d) those

of degree≤ k. Let µ be a measure onRd, for which

〈 f1, f2〉µ :=
∫

f1 f2dµ

defines an inner product onΠ . The space oforthogonal polynomialsof degreek
with respect to the measureµ is

Vk(µ) := { f ∈Πk : 〈 f , p〉µ = 0, ∀p∈Πk−1}.

This has dimension

dim(Vk(µ)) =
(

k+d−1
d−1

)

.

Thesymmetry group of the measureµ is

G= Sym(µ) := {g∈ Aff (Rd) :
∫

f ◦gdµ =
∫

f dµ ,∀ f ∈Π},

where Aff(Rd) denotes the group of affine transformations onRd. This acts onΠ
via g· f := f ◦g−1, with eachg∈ Sym(µ) inducing a unitary transformation

〈g· f1,g· f2〉µ =
∫

( f1◦g−1)( f2◦g−1)dµ =
∫

( f1 f2)◦g−1dµ =
∫

f1 f2dµ = 〈 f1, f2〉µ ,

which mapsVk(µ) onto itself sinceg ·Πk−1 = Πk−1, i.e., Vk(µ) is a G–invariant
subspace. It is therefore natural to seek aG–invariant tight frame forVk(µ), which
has a small number of vectors.

Example 10.19.( Legendre polynomials on a square) LetP2 be the 3–dimensional
space of quadratic Legendre polynomials on the square[−1,1]2⊂ R2. Here

〈 f1, f2〉=
1
4

∫

[−1,1]2
f1 f2,

so that‖1‖= 1, andG= D4 acts as the symmetries of the square.
The orthogonal decomposition ofP2 into its homogeneous components consists

of three 1–dimensionalG–invariant subspaces, which are given by

p1(x,y) = x2+y2− 2
3
, p2(x,y) = xy, p3(x,y) = x2−y2.

None of these spaces areRG–isomorphic. To see this, observe thatD4 acts as the
identity onp1, and the symmetry(x,y) 7→ (y,x) fixes p2 but notp3.
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By Theorem 10.8, anyf which is a sum of vectors of equal length from these
subspaces gives aG–frame(g f)g∈G for P2. Since‖p1‖ = ‖p3‖= 2

√
2

3
√

5
, ‖p2‖ = 1

3,
we can take

f (x,y) =

√
5

2
(x2+y2− 2

3
)+
√

2xy+

√
5

2
(x2−y2) =

√
5(x2− 1

3
)+
√

2xy.

This gives aD4–invariant tight frame of four vectors forP2. Since the size of an
orbit divides the order of the group, there is noD4–invariant basis forP2.

Fig. 10.3: Contour plots of thef of Example 10.19, and its orbit (showing the square symmetry).

Example 10.20.(Legendre polynomials on a triangle). LetP2 be the 3–dimensional
space of quadratic Legendre polynomials on a triangleT with verticesV. Here

〈 f1, f2〉=
1

Area(T)

∫

T
f1 f2,

andG= SV = D3 acts as the symmetries of the triangle, i.e., forσ ∈ SV

σ
(

∑
v∈V

avv
)

= ∑
v∈V

avσv, (where∑vav = 1).

The action ofG on the barycentric coordinatesξ = (ξv)v∈V for V (see§4.7) is

σ ·ξv = ξσv, ∀σ ∈ SV . (10.21)

The inner product between powers of the barycentric coordinates (which are linear
polynomials) is given by the special cased = 2 of the formula

〈ξ α ,ξ β 〉= (α +β )!
(d+1)|α |+|β |

,

for (normalised) integration over a simplex inRd with verticesV. LetV = {u,v,w}.
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In view of (10.21), the 1–dimensional subspaceV1 of P2 spanned by

f1 := ξ 2
u +ξ 2

v +ξ 2
w−

1
2
, ‖ f1‖2 =

1
60

is G–invariant. Further, itsG–invariant orthogonal complementV2 :=V⊥1 =P2⊖V1

is irreducible. This follows since the action ofG onP2 is faithful, and so ifV2 was
not irreducible, then linear mapsP2→P2 induced byG would be simultaneously
diagonalisable, and soG∼= S3 would be abelian. The orthogonal projection ofξ 2

v
ontoV2 is given by

f2 :=
(

ξ 2
v −

4
5

ξv+
1
10

)

− 1
3

f1, ‖ f2‖2 =
1

675
.

By Theorem 10.8, theG–orbit of the unit vector

f :=
f1
‖ f1‖

1√
3
± f2
‖ f2‖

√

2
3
= (2
√

5∓5
√

2) f1±15
√

2
(

ξ 2
v −

4
5

ξv+
1
10

)

,

is a tight frame for the 3–dimensional spaceP2. The polynomialf is fixed by any
permutation which fixesv, and so this orbit has three distinct vectors. These give
an orthonormal basis forP2 (the quadratic Legendre polynomials on the triangle),
which is invariant under the symmetries of the triangle (seeFigure 10.4).

Fig. 10.4: Contour plots of thef of Example 10.20, and its orbit (showing the triangular symmetry).

Since the orders of the symmetry groupsG of the square and triangle are 8 and 6,
and the size of aG–frame must divide|G|, it is not possible to find a tightG–frame
for the space of orthogonal polynomials of degreek on the square and triangle (or
for any weight with a finite symmetry group) as soon as its dimension is greater than
|G|. In these cases, it is natural to seek tight frame which is theG–orbit of a small
number of vectors (see§10.11 and Chapter 15).
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10.11 G–invariant frames

Suppose there is unitary action of a finite groupG on H . If there is noG–frame
(gv)g∈G for H , then it is natural to seek aG–invariant (tight) frame forH , which
is the orbit of asmall numberof vectors. Here we give a complete characterisation
of suchG–invariant tight frames (Theorem 10.9). This allows one to calculate the
minimal number of generators for aG–invariant frame (§xx).

Definition 10.7.Thenumber of generatorsof a G–invariant frame is the number
of orbits under the action ofG on the set of its vectors.

We now prove the main result: a characterisation of whichG–orbits of vectors
w1, . . . ,wr give tight frames.

Theorem 10.9.(Characterisation). LetH be a Hilbert space overF = C or R.
Suppose there is a unitary action of a finite group G onH = V1⊕V2⊕ ·· ·⊕Vm,
an orthogonal direct sum of irreducible G–invariant subspaces. Let Pj = PVj be the
orthogonal projection ofH onto Vj . Then

Φ = (gws)g∈G,1≤s≤r , w1, . . . ,wr ∈H ,

is a tight G–invariant frame forH if and only if

r

∑
s=1
‖Pjws‖2 6= 0, ∀ j,

∑r
s=1‖Pjws‖2

∑r
s=1‖Pkws‖2

=
dim(Vj)

dim(Vk)
, j 6= k, (10.22)

and when Vj 6=Vk areFG–isomorphic

∑
s

∑
g∈G

〈v j ,gPjws〉gPkws = 0, (10.23)

for any (and hence all) nonzero vj ∈ Vj . Moreover, if Vj is absolutely irreducible,
then (10.23) can be replaced by

r

∑
s=1
〈σPjws,Pkws〉= 0, (10.24)

whereσ : Vj →Vk is any choice ofFG–isomorphism.

Proof. Φ is a tight frame forH if and only if there exists aλ > 0 with

SΦ( f ) = ∑
s

∑
g∈G

〈 f ,gws〉gws = λ f , ∀ f ∈H .

By linearity, it suffices to show this forf j ∈ Vj , 1≤ j ≤ m, i.e. to show that there
existsλ (independent ofj) such that,

∑
s

∑
g∈G

〈 f j ,gws〉gws = ∑
s

∑
g∈G

∑
k

〈 f j ,gPjws〉gPkws = λ f j , (10.25)
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sincews = ∑k Pkws. By equating theVk components, (10.25) holds if and only if

∑
s

∑
g∈G

〈 f j ,gPjws〉gPjws = λ f j , ∑
s

∑
g∈G

〈 f j ,gPjws〉gPkws = 0, k 6= j. (10.26)

By Theorem 10.5, the first part of (10.26) will hold for allf j ∈ Vj provided that
somews has a nonzeroVj–component, i.e.,∑s‖Pjws‖2 6= 0, with a λ = λ j > 0,
which depends onj, given by

λ j =
|G|

dim(Vj)
∑
s
‖Pjws‖2.

Thisλ j is independent ofj if and only if (10.22) holds. By Theorem 10.7, the second
part of (10.26) automatically holds ifVj ≇Vk, and so reduces to

∑
s

∑
g∈G

〈 f j ,gPjws〉gPkws = 0, ∀ f j ∈Vj , k 6= j, Vj
∼=Vk. (10.27)

By Lemma 10.3, this holds if and only if it holds forf j some nonzerov j ∈ Vj .
We now seek to simplify (10.27) in the case thatVj is absolutely irreducible. Let
τ : Vj →Vk be theFG–homomorphism (see Exer. 10.1)

τ f := ∑
s

∑
g
〈 f ,gPjws〉gPkws.

Then forσ : Vj →Vk anFG–isomorphism, we calculate

〈τv j ,σv j〉= 〈∑
s

∑
g
〈v j ,gPjws〉gPkws,σv j〉

= ∑
s

∑
g
〈v j ,gPjws〉〈gPkws,σv j〉

= ∑
s

∑
g
〈g−1v j ,Pjws〉〈Pkws,σg−1v j〉

= ∑
s
〈Pkws,σ ∑

g
〈Pjws,g

−1v j〉g−1v j〉

= ∑
s
〈Pkws,σ

‖v j‖2|G|
dim(Vj)

Pjws〉,

with the last equality given by Theorem 10.5. SinceVj is absolutely irreducible,
Lemma 10.4 implies thatτ = cσ , for somec∈ F (possibly zero). Substitutingτ =
cσ into the above gives

τ =
|G|‖v j‖2

dim(Vj)‖σv j‖2 ∑
s
〈Pkws,σPjws〉σ .

Thus (10.27), which is equivalent toτ = 0, holds if and only if (10.24) does. ⊓⊔
For a single generator (r = 1), Theorem 10.9 reduces to Theorem 10.8.
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10.12 Frames invariant under the action of an abelian group

We now consider Theorem 10.9 whenG is abelian. In this case, all the absolutely
irreducibleG–invariant subspacesVj are 1–dimensional, with the action ofG given
by

gv= ξ (g)v, v∈Vj ,

whereξ is acharacter of G, i.e., a homomorphismG→ C (see§11.2).
For one generator, there are afinite number of tightG–frames forCd, the so

calledharmonic frames(see Example 10.16 and Chapter 11).
We now use Theorem 10.9 to describe the situation for two or more generators.

Corollary 10.6. (G abelian) Suppose that there is a unitary action of a finite abelian
group G onCd, and, without loss of generality, that the irreducible G–invariant
subspaces are Vj = span{ej}, with the action on Vj given by gej = ξ j(g)ej , where
ξ j : G→ C is a character of G. Let w1, . . . ,wr ∈ Cd. Then

Φ = (gws)1≤s≤r,g∈G

is a tight frame forCd if and only if

1. The matrix W= [w1, . . . ,wr ] has rows of equal norm.
2. The rows of W corresponding to the same character are orthogonal.

In particular, there is a G–invariant tight frame forCd with r generators if and only
if d ≤ r|G|.
Proof. SincePjws = (ws) jej , we have

∑
s
‖Pjws‖2 = ∑

s
|(ws) j |2 = (norm of thej–th row ofW)2,

and so (10.22) reduces to 1. IfVj andVk areCG–isomorphic, i.e., correspond to the
same character, thenσ : Vj →Vk : ej 7→ ek is aCG–isomorphism, since

σ(gej) = σ(ξ j(g)ej) = ξ j(g)σ(ej) = ξk(g)ek = g(σej).

In this case,σPjws = σ(ws) jej = e(ws) jek, and so (10.24) becomes

∑
s
〈σPjws,Pkws〉= ∑

s
〈(ws) jek,(ws)kek〉= ∑

s
(ws) j(ws)k = 0,

i.e., the j andk rows ofW are orthogonal, which is condition 2. ⊓⊔

Example 10.21.For G= 〈a〉 the cyclic group of order 2, define a unitary action of
G onC3 by

av :=








1 0 0

0 1 0

0 0−1








v=








v1

v2

−v3







,
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i.e., take the trivial representation onV1 =Ce1,V2 =Ce2, and the sign representation
onV3 =Ce3. There is noG–frame(gv)g∈G for C3. However, there are many choices
for w1,w2 so that(gwj)1≤ j≤2,g∈G is a tightG–invariant frame forC3, e.g.,

W = [w1,w2] =








1 0

0 1

u
√

1−|u|2







, |u| ≤ 1.

Here〈w1,w2〉= u
√

1−|u|2, and soinfinitelymany unitarily inequivalentG–invariant
tight frames forC3 can be constructed in this way.

Given somew1 = (x,y,z), a suitablew2 can be chosen provided|z|2≤ |x|2+ |y|2,
since we can takew2 = (y,−x,u) where|u|2 = |x|2 + |y|2− |z|2. For example, if
w1 = (1,2,2), then choosingw2 = (2,−1,1) gives theG–invariant tight frame

(w1,w2,aw1,aw2) =
(








1

2

2







,








2

−1

1







,








1

2

−2







,








2

−1

−1








)

.

Example 10.22.Let G= 〈a〉 be the cyclic group of ordern. An irreducible unitary
action ofG onR2 is given by (10.2), i.e.,

av= Av, A :=




cos2π

n −sin2π
n

sin2π
n cos2π

n



 .

Suppose thatG acts onR4 =R2×R2 componentwise, i.e.,a(v,w) = (Av,Aw). Then
the conditions for theG–orbit of (v,w) to be a tight frame forR4 are

‖v‖= ‖w‖ 6= 0,
n

∑
j=1
〈 f1,A jv〉A jw=

( n

∑
j=1

A jwv∗A− j
)

f1 = 0, ∀ f1 ∈ R2.

A calculation shows that this is not possible, and so noG–orbit is a tight frame.
This can also be seen by appealing to Theorem 10.9, as follows. The action of

G onR2 given byav= Av is not absolutely irreducible. On the complexificationC2

there are two orthogonalG–invariant subspaces: the eigenspaces ofA corresponding
to the eigenvaluesλ =ω,ω, ω := e

2π i
n . Forn> 2,ω 6=ω, and so these subspaces are

not CG–isomorphic. Thus the complexificationC4 of R2×R2 decomposes as the
sum of four 1–dimensionalG–invariant subspaces, with two pairsCG–isomorphic
to each other. By Theorem 10.9, it is therefore not possible to find aG–frame for
C4, and hence neither forR4.
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10.13 The minimal number of generators for aG–invariant
frame

Suppose that there is a unitary action of a finite groupG on a Hilbert spaceH .
Let W be acomplete set of non-isomorphic irreducibleCG–modules, i.e., each
irreducibleCG–module occurs once inW up toCG-isomorphism. We denote the
direct sum ofk copies of anFG–moduleV by Vk.

Example 10.17 shows that there is a tightG–frame forH if and only if H is
CG–isomorphic to an orthogonal direct sum

⊕

W∈W

WaW , 0≤ aW ≤ dim(W). (10.28)

On the other hand, Wedderburn’s Theorem states thatCG is CG–isomorphic to
⊕

W∈W

Wdim(W).

Combining these observations gives the following.

Proposition 10.4.The following are equivalent:

1. There is a tight frame(gv)g∈G for H .
2. There is a frame (spanning set)(gv)g∈G for H .
3. H is CG–isomorphic to a submodule ofCG.

In other words:

The existence of a tightG–frame forH depends only on theCG–module
structure ofH . It does not depend on the inner product onH .

We now generalise this. Denote the number of times an irreducible CG–module
appears in a direct sum decomposition ofH into irreducibleCG–modules by

mult(W,H ) = dim(HomCG(W,H )) = dim(HomCG(H ,W)).

Theorem 10.10.(Minimal number of generators) The following are equivalent.

1. There is a G–invariant tight frame(gvj)g∈G,1≤ j≤r for H with r generators.
2. There is a G–invariant frame(gvj)g∈G,1≤ j≤r for H with r generators.
3. H is CG–isomorphic to a submodule of(CG)r , i.e.,

mult(W,H )≤ r dim(W), (10.29)

for every irreducibleCG–module W.
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Proof. (1⇐⇒2) This follows from a variation of the argument for Theorem 10.1,
i.e., if Φ = (gwj)g∈G,1≤ j≤r spansH and S is the frame operator ofΦ , then

(gS−
1
2 w j)g∈G,1≤ j≤r is a tight frame forH .

(2⇐⇒3) First, suppose that(gwj)g∈G,1≤ j≤r spansH . ThenH is a quotient of
⊕

j Wj , whereWj := span{gvj}g∈G. By Proposition 10.4, eachWj isCG–isomorphic
to a submodule ofCG, and henceH is CG–isomorphic to a submodule of(CG)r .

Conversely, now suppose that mult(W,H ) ≤ r dim(W) for every irreducible
CG–moduleW. Then we can writeH = Z1⊕·· ·⊕Zr , where each submoduleZ j

has mult(W,Z j) ≤ dim(W), and so isCG–isomorphic to a submodule ofCG. We
can choose vectorsw j ∈Z j for which(gwj)g∈G spansZ j (by Proposition 10.4). Thus
(gwj)g∈G,1≤ j≤r spansH . ⊓⊔

We now briefly indicate how Theorems 10.9 and 10.10 can be usedto construct
tight frames of multivariate orthogonal polynomials (see§10.10) which are invariant
under the symmetries of the weight and have a minimal number of generators.

Recall from§10.10, that the symmetry groupG of a measureµ has a unitary
action on thed–variate polynomialsΠ = Πk(R

d) given by g · f := f ◦ g−1. We
are interested in findingG–invariant tight frames for spaceVk(µ) of orthogonal
polynomials of degreek for this measure.

We denote the space of homogeneous polynomials of degreek by Π ◦k = Π ◦k (R
d).

This is aG–invariant subspace ofΠ(Rd), indeed it isFG–isomorphic toVk(µ).

Proposition 10.5.Let G be a finite subgroup of the symmetry group of a measureµ .
ThenVk(µ) is FG–isomorphic toΠ ◦k .

Proof. Let PV be the orthogonal projection onto a subspaceV. If V is G–invariant,
thenPV commutes with the action ofG. Thus

Π ◦k → Vk(µ) : f 7→ f −PΠk−1 f = PVk(µ)( f )

is anFG–homomorphism ontoVk(µ). Moreover, this is anFG–isomorphism since
dim(Π ◦k ) = dim(Vk(µ)). ⊓⊔

Thus the problem of findingG–invariant frames forVk(µ) therefore reduces to
understanding theCG–module structure ofΠ ◦k . To this end, denote theG–invariant
polynomials by

ΠG := { f ∈Π : g· f = f ,∀g∈G}.

Example 10.23.(Trivial representation). LetW be the trivial irreducibleCG–module.
This is one–dimensional, with theG fixing every vector inW. Thus (10.29) becomes

mult(W,Π0
k ) = dim(ΠG∩Π0

k )≤ r dim(W) = r,

and so the minimal number of generatorsr for Vk(µ) satisfiesr ≥ dim(ΠG∩Π0
k ).

WhenG is a finite reflection group, there are techniques to decompose Π ◦k into
irreducibleCG-submodules. We now briefly outline these.
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10.14 The coinvariants of a finite reflection group

A linear transformation on a complex vector space is acomplex reflectionif it has
finite order and fixes a hyperplane. A groupG generated by complex reflections is
called a complex reflection group. A complete classificationof the finite irreducible
complex reflection groups was given by Shephard and Todd.

Let ΠG
+ be theG–invariant polynomials with zero constant term, andIG be the

ideal generated byΠG
+ in Π . Thering of coinvariants (or coinvariant space) is the

quotient ring

ΠG :=
Π
IG

.

This is naturally graded with respect to degree and inheritsthe action ofG (since
IG is a homogeneous ideal which isG–invariant).

We now suppose thatG is a finite reflection group. This implies

• ΠG is a ring (this characterises reflection groups).
• ΠG

∼= CG (CG–isomorphism).
• There is a decomposition ofΠ as a tensor product of gradedCG–modules:

Π ∼= ΠG⊗C ΠG. (10.30)

We identifyΠG as aCG–submodule ofΠ . Then (10.30) gives theCG–module
decomposition

Π ◦k =
k⊕

j=0

(ΠG∩Π ◦j )⊗C (ΠG∩Π ◦k− j).

We observe thatΠG∩Π ◦j consists of dim(ΠG∩Π ◦j ) copies of the trivial module.
Hence, forW an irreducibleCG–module,

mult(W,Π ◦k ) =
k

∑
j=0

dim(ΠG∩Π ◦j )mult(W,ΠG∩Π ◦k− j).

where∑ j mult(W,ΠG∩Π ◦j )≤mult(W,ΠG) = mult(W,CG) = dim(W). This gives:

For G⊂ Sym(µ) a finite reflection group, determining the minimal number
of generatorsr for a G–invariant tight frame forVk(µ) (via Theorem 10.10)
amounts to calculating mult(W,ΠG∩Π ◦j ), 0≤ j ≤ k, for each irreducibleW.

These calculations are done for the orthogonal polynomialson a regular polygon
in R2 and the cube inR3 (see [VW16]).

The discussion above also gives the following estimate forr

r ≤ max
0≤ j≤k

dim(ΠG∩Π ◦j ).
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Notes

The basic theory of groups frame was given in [VW05], [Han07] (one generator),
and [VW16] (multiple generators). Thanks to Patrick Morandifor the graphics used
in Figures 10.1 and 10.2.

Exercises

10.1.Suppose that there are unitary actions of a finite groupG onVj andVj . For any
v j ∈Vj , vk ∈Vk, show thatS: Vj →Vk given by

S f := ∑
g∈G

〈 f ,gvj〉gvk, ∀ f ∈Vj ,

is anFG–homomorphism, i.e., commutes with the action ofG.

10.2.Show that ifW is absolutely irreducible (with the action ofG unitary) and
σ j : Vj →W is anFG–isomorphism, then the condition (10.17) can be written as

〈σ jv j ,σkvk〉= 0.

10.3.Let H be the subspace ofR8 consisting of vectorsx with ∑ j x j = 0.
(a) Show there is unitary action ofG= S8 onH given byρ(σ)x := (xσ j)

8
j=1.

(b) Show that there are 28 distinct vectors in theG–frame(gv)g∈G for H given by
the vectorv= (3,3,−1,−1,−1,−1,−1,−1).
Remark:These 28 vectors are an equiangular tight frame forR7 (see Example 12.3).
They can be thought of as aG–frame (apply the permutation matrices to the vectors
in R8 and calculate the size of the stabiliser).

10.4.Let Φ = (gv)g∈G = (ρ(g)v)g∈G be a finite frame for the vector spaceH ,
whereρ : G→ GL(H ) is a representation (group homomorphism). Choose some
inner product〈·, ·〉 onH , and letA∗ be the Hermitian transpose with respect to it.
(a) Show that a second inner product onH can be defined by

〈x,y〉ρ :=
1
|G| ∑g∈G

〈ρ(g)x,ρ(g)y〉= 〈Ax,y〉, A= Aρ =
1
|G| ∑g∈G

ρ(g)∗ρ(g).

(b) Show that eachρ(g) is unitary with respect to〈·, ·〉ρ , i.e., it isG–invariant

〈ρ(h)x,ρ(h)y〉ρ = 〈x,y〉ρ , ∀h∈G.

(c) Let B = A
1
2 be the positive square root of the positive definiteA above. Show

that ρ̃(g) := Bρ(g)B−1 defines a representationρ̃ : G→U (H ).
(d) Show thatΦ is similar to theG–frameΨ = (ρ̃(g)Bv)g∈G, and hence is similar
to the tightG–frameΨ can.
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10.5.Let 〈·, ·〉ρ be theG–invariant inner product of Exer. 10.4. Show that

〈〈x,y〉〉 := 〈Mx,y〉ρ , M positive definite with respect to〈·, ·〉ρ

gives aG–invariant inner product onH if and only if M commutes with the action
of G, i.e.,ρ(g)M = Mρ(g), ∀g∈G. In particular, ifρ is absolutely irreducible, then
there is a uniqueG–invariant inner product.

10.6.Let (gv)g∈G be aG–frame forH .
(a) Show that the variational condition (6.4) for tightnessbecomes

dim(H )

|G| ∑
g∈G

|〈v,gv〉|2≥ ‖v‖4.

(b) Show that(gv)g∈G is a(t, t)–design if and only if

1
|G| ∑g∈G

|〈v,gv〉|2t = ct(d,F)‖v‖4t .

10.7.Prove the assertions of Theorem 10.2, i.e.,
(a) The direct sum of disjointG–frames is aG–frame.
(b) The sum of aG1–frame and aG2–frame is aG1×G2–frame.
(c) The tensor product ofG1–frame with aG2–frame is aG1×G2–frame.
(d) The complement of a tightG–frame is a tightG–frame.

10.8.Let G be the symmetry group of a Platonic solidT ⊂R3 (with centre of gravity
the origin) acting as unitary transformations. Use the factthat finite subgroups of
U (R2) are cyclic or dihedral to prove this action is irreducible.

10.9.FG–modules. Let G be a group. Anaction of the groupG on a setX is a
mapG×X→ X : (g,x) 7→ gx satisfyingg1(g2x) = (g1g2)x, 1x= x. A vector space
V overF is anFG–module if there is a multiplicationgv, g∈ G, v∈ V for which
(g,v) 7→ gv is anactionandv 7→ gv is a linear map, ∀g∈G.
(a) Show thatV is anFG–module if and only ifρ : G→ GL(V), ρ(g)v := gv is a
(linear) representation/action.
(b) Show thatFG–submodules are the same asG–invariant subspaces.
Remark:Other terminology carries over in the obvious way, e.g., theaction ofG
on V 6= 0 given by some representation is irreducible if and only if the only the
FG–moduleV is simple, i.e., has noFG–submodules other than 0 andV.

10.10.Suppose thatVj andVk are absolutely irreducibleG–invariant subspaces of
H , andσ , τ areFG–isomorphismsVj →Vk. Prove that

σ = λτ , for someλ ∈ C.

10.11.Let Φ = (gv)g∈G be aG–frame forH given byρ , Ψ be the set of vectors in
Φ , andH := {g∈G : gv= v} be the stabiliser ofv.
(a) Show the vectors inΨ can be indexed by the set of left cosets ofH in G
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Ψ = (gv)gH∈C , C := {gH : g∈G}. (10.31)

(b) SupposeH is normal, so thatC becomes the groupG/H. Show that (10.31)
gives aG/H–frame if and onlyH = N, whereN is the kernel ofρ .
(c) SupposeG is abelian. Show thatH = N, which is independent ofv, and hence
Ψ is aG/N–frame of distinct vectors.

10.12.Let G= 〈a,b〉 be thebinary icosahedral groupof order 120 generated by

a=
1
2




t−1− ti 1

−1 t−1+ ti



 , b=




−i 0

0 i



 ,

wheret = 1
2(1+

√
5) is the golden ratio.

(a) Show that for every unit vectorv∈ C2, theG–frame(gv)g∈G is a(5,5)–design.
(b) Show that there is(5,5)–design of 12 vectors forC2.

10.13.Show that aθ–isogonal configuration (see Example 10.2) is a group frame
by determining the groupG and its unitary action.





Chapter 11
Harmonic frames

11.1 Introduction

Here we consider the tightG–frames forG abelian. We will see that:

• There arefinitelymany such frames (they will be called theharmonic frames).
• Each is given by a subset of the characters ofG.
• Each is given by a subset ofG.

We first motivate the definitions to come, by considering the Example 2.4 for
n= 3. The character table (Fourier matrix) of the cyclic groupG=C3 of order 3 is








1 1 1

1 ω ω2

1 ω2 ω







, ω 6= 1, ω3 = 1,

which has orthogonal columns of equal length. Since the orthogonal projection of
an orthonormal basis is a tight frame, removing rows (i.e., characters) from this
character table gives a submatrix whose columns are an equal–norm tight frame,
e.g., removing rows 1 or 2 gives the equal–norm tight frames forC2

(




1

1



 ,




ω

ω2



 ,




ω2

ω



), (




1

1



 ,




1

ω



 ,




1

ω2



). (11.1)

Equivalently, one could remove columns (i.e., elements ofG). This amounts to
restricting the characters to a subsetJ of G, which is the most convenient way to
describe harmonic frames (we take this as the definition). The tight frames of (11.1)
are clearlyG–frames under the respective unitary actions ofG= 〈a〉 given by

ρ(a) =
(ω

ω2

)
, ρ(a) = (1

ω ) .

245
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11.2 Character tables

We first outline the basics ofcharacter theoryfor finite abelian groups (cf. [Rud90]).
Let G be a finite abelian group. The (irreducible ) characters of G are the group
homomorphismsξ : G→ C \ {0}, whereC \ {0} is a group under multiplication.
Here we think of them as vectorsξ ∈CG (with the Euclidean inner product), which
satisfy

ξ (gh) = ξ (g)ξ (h), ∀g,h∈G. (11.2)

The set of irreducible characters of the abelian groupG is denoted byĜ.
The characterŝG form group under the multiplication(ξ η)(g) := ξ (g)η(g),

which is called thecharacter group. The character group̂G is isomorphic toG.
For χ ∈ Ĝ, (11.2) implies thatχ(g) is a|G|–th root of unity, and so the inverse ofχ
satisfies

χ−1(g) =
1

χ(g)
= χ(g). (11.3)

The square matrix with the irreducible characters ofG as rows is referred to as
the character table of G. For example, ifG = 〈a〉 is the cyclic group of ordern,
with its elements ordered 1,a, . . . ,an−1, then its character table is














1 1 1 · · · 1

1 ω ω2 · · · ωn−1

1 ω2 ω4 · · · ω2(n−1)

...
...

...
...

1 ωn−1 ω2(n−1) · · · ω(n−1)(n−1)














, ω := e
2π i
n . (11.4)

This (and the scalar multiple by1√n) is also known as theFourier matrix .

Example 11.1.If all elements ofG have order 2, i.e.,G is an elementary abelian
2–groupZ2×·· ·×Z2, then the entries of the character table ofG are±1.

The rows and columns of the character table are orthogonal, i.e.,

〈ξ ,η〉 := ∑
g∈G

ξ (g)η(g) = 0, ξ 6= η , (11.5)

∑
χ∈Ĝ

χ(g)χ(h) = 0, g 6= h. (11.6)

These are referred to as theorthogonality andcolumn orthogonality relations.
ThePontryagin duality map (canonical group isomorphism) is given by

G→ ˆ̂G : g 7→ ˆ̂g, ˆ̂g(χ) := χ(g), ∀χ ∈ Ĝ, g∈G. (11.7)
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11.3 Harmonic frames

For G abelian, the absolutely irreducibleFG–modules areone–dimensional, with
the action ofG given by

gvj = ξ j(g)v j , ξ j ∈ Ĝ, (11.8)

whereξ j ∈ Ĝ. As outlined in Example 10.16, the condition (10.16) in Theorem
10.8 (the characterisation of tightG–frames) is that the charactersξ j in (11.8) be
orthogonal, and hence can be taken at most once. By choosingv j = ej , we therefore
conclude that all tightG–frames forCd (up to unitary equivalence) are given by

Ψ = (ψg)g∈G, ψg := (ξ j(g))
d
j=1 ∈ Cd, (11.9)

whereξ1, . . . ,ξd ∈ Ĝ aredistinct. In view of (11.2), the action ofG onΨ = (ψg) is

gψh :=








ξ1(g)
. ..

ξd(g)















ξ1(h)
...

ξd(h)








=








ξ1(gh)
...

ξd(gh)








= ψgh.

The construction (11.9) amounts to takingd rowsof the character table ofG, i.e.,
a subset ofd elements ofĜ. Equivalently (sinceG andĜ are isomorphic), one can
selectcolumnsof the character table, i.e., a subsetJ ⊂ G. The latter is the most
convenient (cf. Theorem 11.2), and so we take it as our definition.

Definition 11.1.Let G be a finite abelian group of ordern. A tight frame forCd

which is unitarily equivalent to

ΦJ = (ξ |J)ξ∈Ĝ⊂ CJ ≈ Cd, (11.10)

whereJ⊂ G, |J| = d, is called aharmonic frame (given byJ⊂ G). If G can be a
cyclic group, then we say that the harmonic frame iscyclic1.

Our observations lead to the following:

Theorem 11.1.(Characterisation of harmonic frames) LetΦ be an equal–norm
tight frame forH ≈ Cd. Then the following are equivalent:

1. Φ is a G–frame, where G is abelian.
2. Φ is given by a submatrix of d rows of the character table of an abelian G.
3. Φ is harmonic, given by some J⊂G, |J|= d.
4. The symmetry groupSym(Φ) has a transitive abelian subgroup G.

For eachΦ , G can be taken to be the same in 1,2,3 and 4, but it need not be unique.

1 Harmonic frames are also calledgeometrically uniform frames[EB03] (orbits of abelian matrix
groups), and the term harmonic frame is also used for what we call acyclicharmonic frame.
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Proof. The equivalence of 1 and 2 follows from Theorem 10.8, as already discussed.
The equivalence of 1 and 4 follows from Theorem 10.4.

(3=⇒1) TheΦJ given by (11.10) is âG–frame, via the unitary action

χ · (ξ |J) := (χ |J)(ξ |J) = (χξ )|J.

SinceĜ andG are isomorphic, it therefore follows thatΦJ is aG–frame.
(2=⇒3) We use thePontryagin duality map(11.7). Suppose thatΦ is given by a

submatrix of the character table ofG. SinceĜ andG are isomorphicΦ , is given by
a submatrix of the character table ofĜ, say

[ ˆ̂g(ξ )]g∈J,ξ∈Ĝ = [ξ (g)]g∈J,ξ∈Ĝ = [ξ |J]ξ∈Ĝ, J⊂G,

and soΦ is given by the harmonic frameΦJ = (ξ |J)ξ∈Ĝ.
For the possible nonuniqueness ofG, see Examples 11.2, 11.3 and 11.4. ⊓⊔
Early applications of cyclic harmonic frames include robust signal transmission

with quantization and erasures [GVT98], [GKK01], [CK03] (which introduces the
term harmonic tight frame), and multiple–antenna code design [HMR+00].

Example 11.2.(Nonuniqueness ofG) Let Φ = (e1,e2,−e1,−e2) be the equal–norm
tight frame of four equally spaced unit vectors forR2. This has symmetry group the
dihedral groupD8 = 〈a,b〉 (see Exercise 9.4), where the action ofa andb onR2 is
given by

a=




0 −1

1 0



 , b=




0 1

1 0



 .

The frameΦ is theG–orbit of the nonisomorphic abelian subgroups

〈a2,b〉 ≈C2×C2, 〈a〉 ≈C4,

and hence the groupG in Theorem 11.1 need not be unique.

Example 11.3.(Orthonormal bases) Since the columns of a character table have
equal norm and are orthogonal, any orthonormal basis forRn (or Cn) is aG–frame
for any abelian groupG of ordern.

Example 11.4.(Simplex) By removing the first row from (11.4), i.e., the trivial char-
acterχ = 1, one obtains then= d+1 vertices of the regular simplex inRd, which
is therefore a tightCd+1–frame. Similarly, the vertices of the simplex are aG–frame
for any abelian groupG of ordern.

Example 11.5.(Noncyclic harmononic frames) Consider the harmonic framegiven
by the eight vertices of thecube[−1,1]3. This is a both aZ2×Z2×Z2–frame and
a Z2×Z4–frame, but not a cyclic harmonic frame since its symmetry group (the
octohedral groupS4×Z2) contains no elements of order 8.



11.4 Harmonic frames with distinct vectors and with real vectors 249

11.4 Harmonic frames with distinct vectors and with real vectors

The condition for a harmonic frame to have distinct vectors,be real, or lifted are:

Theorem 11.2.Let G be an abelian group of order n, andΦ = ΦJ = (ξ |J)ξ∈Ĝ be

the harmonic frame of n vectors forCd given by a choice J⊂G, |J|= d. Then

1. Φ has distinct vectors if and only if J generates G.
2. Φ is a real frame if and only J is closed under taking inverses.
3. Φ is a lifted frame if and only if the identity is an element of J.

Proof. We writeG additively, and observe thatξ ( j) = ξ (− j), ∀ξ ∈ Ĝ, ∀ j ∈G.
1. Let H be the subgroup ofG generated byJ. ThenΦ has distinct vectors if

and only if the composition of mapŝG 7→ Ĥ 7→ CJ : ξ 7→ ξ |H 7→ ξ |J is 1–1. Since
eachh∈ H can be written as a sum of elements inJ, andξ is a character,ξ (h) is
determined byξ |J, and soξ |H 7→ ξ |J is 1–1. Henceξ 7→ ξ |J is 1–1 if and only if
the group homomorphism given bŷG 7→ Ĥ : ξ 7→ ξ |H is 1–1, i.e.,Ĝ = Ĥ, and so
G= H = 〈J〉.

2. The frameΦ is real if and only if〈χ |J,η |J〉= 〈(χη−1)|J,1|J〉 ∈R, ∀χη−1∈ Ĝ
i.e.,

ψ := ∑
j∈J

ˆ̂j ∈ RĜ. (11.11)

First, suppose thatJ is closed under taking inverses, andj ∈ J. Then eitherj is
its own inverse, soξ ( j) = ξ (− j) = ξ ( j) ∈ R, or the pair{ j,− j} ⊂ J contributes
ξ ( j)+ ξ (− j) = ξ ( j)+ ξ ( j) ∈ R to the sum above. Thus we conclude each inner
product is real.

Conversely, suppose the inner products are real, i.e., (11.11) holds, andψ = ψ.
Let 〈ζ ,τ〉 be the Euclidean inner product onCĜ normalised so that the characters
of Ĝ are orthonormal. Then

j ∈ J ⇐⇒ 〈ψ, ˆ̂j〉= 1 ⇐⇒ 〈ψ, ˆ̂j〉= 〈ψ,(− j)ˆ̂〉= 1 ⇐⇒ − j ∈ J.

3. By the column orthogonality relation (11.6) for characters,Φ is unlifted if and
only if

∑
ξ∈Ĝ

ξ |J = 0 ⇐⇒ ∑
ξ∈Ĝ

ξ ( j) = ∑
ξ∈Ĝ

ξ ( j)ξ (0) = 0, ∀ j ∈ J ⇐⇒ 0 6∈ J.

⊓⊔
It suffices to consider harmonic frames with distinct vectors:

Corollary 11.1. LetΦJ = (ξ |J)ξ∈Ĝ be a harmonic frame, and H be the subgroup of
G generated by H. Then the|H| distinct vectors ofΦJ are an H–frame(χ |J)χ∈Ĥ .

Proof. For ξ ∈ Ĝ, χ = ξ |H is a character ofH with the property thatχ |J appears
exactly|G|/|H| times inΦJ. ⊓⊔
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11.5 Combining and decomposing harmonic frames

We first observe that Theorem 11.2 guarantees the existence of harmonic frames of
any number of distinct vectors forCd.

Corollary 11.2. (Existence) Let G be a finite abelian group, with minimal number
of generators d∗, Then there is a G–frame of distinct vectors forCd if and only if

d∗ ≤ d≤ |G|.

Example 11.6.Let G be anelementary abelian p–group(p a prime), i.e.,

G= Zp×·· ·×Zp (k times),

ThenG gives a harmonic frame ofdistinctvectors forCd only for k≤ d≤ pk.

Since harmonic frames areG–frames, we have a special case of Theorem 10.2.

Theorem 11.3.Harmonic frames can be combined as follows.

• The direct sum of disjoint harmonic frames is a harmonic frame.
• The sum of harmonic frames a harmonic frame.
• The tensor product of harmonic frames is a harmonic frame.
• The complement of a harmonic frame is a harmonic frame.

Proof. For the first three, use Theorem 10.2, and observe that products of abelian
groups are abelian. For the last use Corollary 10.4. ⊓⊔

Example 11.7.(Direct sums) The orthogonality of the irreducible charactersξ j ∈ Ĝ
of an abelian groupG is equivalent to the harmonic frames(ξ j(g))g∈G for C1 being
orthogonal (see Example 3.11). Thus the construction of harmonic frames by taking
rows ξ j of the character table can be interpreted as taking a direct sum of these
harmonic frames forC1.

The decomposition of a harmonic frame as a direct sum of irreducible characters
given above is unique (forG given). Its decomposition into sums and tensor products
may not be unique:

Example 11.8.The four equally spaced vectors inR2 (the vertices of the square) can
be written as a sum{−1,1}+̂{−1,1}, and as a tensor product{−1,1}⊗{e1,e2},
where{e1,e2} is an orthonormal basis.

Example 11.9.(Symmetries) The symmetry group of a harmonic frame which is
combination of harmonic frames can be larger than that guaranteed by Proposition
9.3. For example, the harmonic frame of 9 vectors forR4 given by the tensor product
(see Example 5.14) and by the sum of the three equally spaced unit vectors inR2

with themselves has symmetry group of order 3!33 = 162. These two harmonic
frames are unitarily equivalent (up to a reordering).

The projective symmetry group of a harmonic frame is considered in§11.12.
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11.6 Real harmonic frames

Most harmonic frames are complex (see [WH06],§11.10), butreal harmonic frames
can always be constructed by using Theorem 11.2.

Corollary 11.3. (Existence of real cyclic harmonic frames). For all d≥ 2 and n≥ 2,
there exists a cyclic harmonic frame of n distinct vectors for Rd.

Proof. Let G= Zn. By choosingJ⊂ Zn, |J|= d, to be a union of the disjoint sets

{0}, { j,− j}, 1≤ j ≤ n
2−1, {n

2} (for n even),

we obtain a real cyclic harmonic frame forRd (they all come in this way). We can
ensure that this frame has distinct vectors by makingJ a generating set forZn, e.g.,
by choosing{1,−1} ⊂ J. ⊓⊔

The construction of Corollary 11.3 givesall real cyclic harmonic frames. It is
equivalent to selecting real rows and complex conjugate pairs of rows from the
Fourier matrix (11.4). The real rows corresponding to{0} and{n

2} (n even) are

[

1 1 1 1· · · 1 1
]

,
[

1 −1 1−1 · · · 1 −1
]

.

To obtain a copy of the frame explicitly inRd, one can apply the unitary map

U :=
1√
2




1 1

−i i



 , U




z

z



=
√

2




ℜz

ℑz



 ,

to the complex conjugate pairs of rows corresponding to{ j,− j} to obtain real rows

U




1 ω j ω2 j · · · ω(n−1) j

1 ω− j ω−2 j · · · ω−(n−1) j



=
√

2




1 cos(2π j

n) cos(2π 2 j
n ) · · · cos(2π (n−1) j

n )

1 sin(2π j
n) sin(2π 2 j

n ) · · · sin(2π (n−1) j
n )



 .

The orthogonality of the rows ofV above can be viewed as orthogonality of the
corresponding trigonometric polynomials with respect to the discrete inner product

〈 f ,g〉 :=
n−1

∑
k=0

f
(2πk

n

)

g
(2πk

n

)

.

Example 11.10.(Equally spaced vectors) Then equally spaced unit vectors inR2

a cyclic harmonic frame, since they are aZn–frame (Example 10.1). By the above
calculation, they are given byJ= {1,−1} ⊂Zn (or { j,− j} for j a generator ofZn).

Example 11.11.For the special casep = 2 in Example 11.6, all nonzero elements
of G= Zk

2 have order 2, and so are equal to their inverse. Thus all harmonic frames
given byG = Zk

2 are real. These are noncyclic harmonic frames whenk ≥ 3 and
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the vectors are distinct (cf. Example 11.5). The character table of the elementary
abelian 2–groupsZ2× ·· ·×Z2 can be calculated by takingKronecker productof
that forZ2, e.g.,




1 1

1 −1



⊗




1 1

1 −1



=











1 1 1 1

1 −1 1 −1

1 1 −1 −1

1 −1 −1 1











. (11.12)

Example 11.12.The vertices of thePlatonic solids(see§10.6) give tight framesΦ
for R3 (with a high degree of symmetry). By Theorem 11.1, these are harmonic if
and only if Sym(Φ) has has a transitive abelian subgroupG. By Table 10.1, we
have that thetetrahedron, thecubeand theoctahedronare harmonic frames, and the
icosahedron(12 vertices) anddodecahedron(20 vertices) are not harmonic frames.

The eight vertices of the cube give anoncyclicharmonic frame forR3 (sinceZ8

is not a transitive subgroup of their symmetry group). See Table 11.1.
We observe that the complex unlifted cyclic harmonic frame of 12 vectors given

by {1,5,9} ⊂ Z12 has a symmetry group of order 384, and the complex lifted and
unlifted cyclic harmonic frames of 20 vectors given by{0,1,11},{1,10,11} ⊂ Z20

have a symmetry group of order 200 (see Prob. 11.2).

Example 11.13.There exist real harmonic frames with “large” symmetry groups,
e.g, the real cyclic harmonic frames of 14 vectors forC5 given byJ = {0,±1,±6}
andJ = {±1,±6,7} have symmetry groups of order 392. The remaining 334 cyclic
harmonic frames of 14 vectors forC5 have symmetry group orders 98,42,28,14.

n\d d = 1 d = 2 d = 3 d = 4 d = 5 d = 6 d = 7

n= 4 0(0) 1(0) 2(0) 1(0)

n= 5 0 1 1 1 1

n= 6 0 1 3 3 2 1

n= 7 0 1 1 1 1 1 1

n= 8 0(0) 1(0) 3(1) 5(2) 5(1) 3(0) 2(0)

n= 9 0(0) 1(0) 1(0) 3(1) 3(1) 2(0) 2(0)

n= 10 0 1 3 5 7 6 4

n= 11 0 1 1 2 2 2 2

n= 12 0 1(0) 3(1) 9(2) 15(3) 17(4) 17(3)

Table 11.1: The numbers of real harmonic frames ofn≤ 12 distinct vectors forRd, 1≤ d≤ 7 (up
to unitary equivalence and reordering), with the number which are not cyclic in brackets.
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11.7 Unitary equivalence preserving the group structure

Here we outline techniques for efficiently determining whether harmonic frames are
unitarily equivalent to each other.

Since a harmonic frameΦ = (φg)g∈G is a G–frame, its Gramian is aG–matrix
(Theorem 10.3). Thus each row and column of the Gramian has the same entries.
We call thismultisetminus the diagonal entry theangle multisetof Φ

Ang(Φ) := multiset of off diagonal entries of any row/column of Gram(Φ).

The angle multiset of the cyclic harmonic frame given byJ = { j1, . . . , jd} ⊂ Zn is

Ang(ΦJ) = {ωa j1 +ωa j2 + · · ·+ωa jd : 1≤ a≤ n−1}, ω = e
2π
n . (11.13)

Since the Gramian determines a frame up to unitary equivalence, we have:

Harmonic frames which are unitarily equivalent up to a reorderingmusthave
the same angle multiset.

Fig. 11.1: The angle multisets of the unitarily inequivalent harmonic frames of 7 vectors forC3.
Note that one is real, and three are equiangular.

Example 11.14.(7 vectors inC3) The angle multiset for the 7 unitarily inequivalent
(cyclic) harmonic frames of 7 vectors forC3 are depicted in Figure 11.1. Observe
that one is real (Corollary 11.3) and three are equiangular.
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Most, but not all, reindexings (reorderings) of a given harmonic frame which
make it unitarily equivalent to another areautomorphisms. Let Aut(G) denote the
group of automorphisms ofG, i.e., isomorphismsσ : G→G.

Definition 11.2.We sayG–frames(vg)g∈G and (wg)g∈G areunitarily equivalent
via an automorphismσ ∈Aut(G) if (vg)g∈G and(wσg)g∈G are unitarily equivalent.

SubsetsJ andK of G aremultiplicatively equivalent if there is aσ ∈ Aut(G)
for whichK = σJ. In this case,̂σ : Ĝ→ Ĝ : χ 7→ χ ◦σ−1 is an automorphism of̂G,
and

〈ξ |J,η |J〉= 〈σ̂ξ |K , σ̂η |K〉,
i.e.,ΦJ andΦK are unitarily equivalent after reindexing by the automorphism σ̂ .

ForG=Zn, eachσ ∈Aut(G) has the formg 7→ ag, with a∈Z∗n a unit, and hence
J andK are multiplicatively equivalent if and only ifK = aJ for somea∈ Z∗n.

We now give a simple condition which ensures harmonic framesare unitarily
equivalent via an automorphism.

Theorem 11.4.(Multiplicative equivalence) Let G be a finite abelian group, andΦJ

andΦK be the harmonic frames for J,K ⊂G. Then the following are equivalent:

1. The harmonic framesΦJ andΦK are unitarily equivalent via an automorphism.
2. The subsets J and K are multiplicatively equivalent.

Proof. Let σ ∈ Aut(G). Using the Pontryagin duality map (11.7), and the fact that
the characters are a basis (they are orthogonal), we calculate:

ΦσJ andΦK are unitarily equivalent

⇐⇒ 〈ξ |σJ,η |σJ〉= 〈ξ |K ,η |K〉, ∀ξ ,η ∈ Ĝ

⇐⇒ ∑
j∈J

ξ (σ j)η(σ j) = ∑
k∈K

ξ (k)η(k), ∀ξ ,η ∈ Ĝ

⇐⇒ ∑
j∈J

(ξ η−1)(σ j) = ∑
k∈K

(ξ η−1)(k), ∀ξ ,η ∈ Ĝ [by (11.3)]

⇐⇒ ∑
j∈J

χ(σ j) = ∑
k∈K

χ(k), ∀χ ∈ Ĝ (takeχ = ξ η−1)

⇐⇒ ∑
j∈J

(σ j )̂̂ = ∑
k∈K

ˆ̂k (by Pontryagin duality)

⇐⇒ σJ = {σ j : j ∈ J}= K (the characters of̂G are a basis)

i.e.,J andK are multiplicatively equivalent. ⊓⊔
Multiplicative equivalence is an equivalence relation, with the equivalence classes

being the orbits of the natural action of Aut(G) on thed–element subsets ofG. The
number of multiplicative equivalence classes ofd–element subsets of a groupG
which generateG is essentially Hall’sEulerian functionΦd(G), which counts the
orderedd–element generating subsets ofG.
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In view of Theorem 11.4, the question of determining all the harmonic frames
(for a given group) up to unitary equivalence (and reordering) reduces to determin-
ing whether harmonic frames corresponding to different multipicative equivalence
classes are unitarily equivalent. This can most often be done by a simple calculation,
e.g., comparing their angle multisets. Examples where there is unitary equivalence
via a permutation which is not an automorphism are considered in §11.2.

Example 11.15.(Four vectors inC2) First considerG = Z4. The automorphism
group Aut(G) has order 2, and is generated byσ : g 7→ 3g (Z∗4 = {1,3}). Thus
the multiplicative equivalence classes of 2–element subsets ofG are

{{0,1},{0,3}}, {{1,2},{2,3}}, {{1,3}}, {{0,2}}.

The first three give cyclic harmonic frames with distinct vectors (1 generatesG),
while the last does not. None are unitarily equivalent, since their angle multisets are

{−i +1,0, i +1}, {0,−i−1, i−1}, {0,0,−2}, {0,0,2}.

Now considerG= Z2×Z2, which is generated by any two of its three elements
{a,b,a+b} of order 2. The automorphism group ofG has order 6, with an automor-
phism corresponding to each permutation of{a,b,a+ b}. Thus the multiplicative
equivalence classes are

{{a,b},{a,a+b},{b,a+b}}, {{0,a},{0,b},{0,a+b}}.

Only the first gives a harmonic frame with distinct vectors. This frame is unitarily
equivalent to the cyclic harmonic frame of four equally spaced unit vectors forR2.

Example 11.16.(Seven vectors inC3) For G = Z7, there are seven multiplicative
equivalence classes of 3–element subsets, with representatives

{1,2,6}, {1,2,3}, {0,1,2}, {0,1,3}, {1,2,5} (size 6)

{0,1,6} (size 3) {1,2,4} (size 2).

Each gives a cyclic harmonic frame with distinct vectors (nonzero elements generate
G). None are unitarily equivalent since their angle multisets differ (see Fig. 11.1).

There is just one harmonic frame ofn distinct vectors forC1.

Example 11.17.(Cyclic harmonic frames forC1) There is a unique harmonic frame
of n distinct vectors forC1, namely the cyclic harmonic frame given by then–th
roots of unity. This follows since such a frame must be given by J = {g}, whereg
generatesG (which is therefore cyclic). There is a automorphism ofG taking any
generator to any other.

Example 11.18.(Cyclic harmonic frames forC2) The cyclic harmonic frames of
n distinct vectors forC2 are unitarily equivalent (up to reordering) if and only if
the subsets ofZn that give them are multiplicatively equivalent. This follows by
considering the angle multisets (see [CW11] for details).
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11.8 Noncyclic harmonic frames

The eight vertices of cube are a noncyclic harmonic frame forR3 (Example 11.12).

Example 11.19.(Noncyclic harmonic frame forC2). There is a noncyclic complex
harmonic frame of eight vectors forC2 given byJ= {(0,1),(1,0)} ⊂G= Z4×Z2,
i.e.,

(




1

1



 ,




1

−1



 ,




i

1



 ,




i

−1



 ,




−1

1



 ,




−1

−1



 ,




−i

1



 ,




−i

−1




)
.

A finite abelian groupG can be written as a direct sum ofp–groups

Gp = Zpe1 ⊕Zpe2 ⊕·· ·⊕Zpem

wherep are the prime divisors of|G|. The automorphism group ofGp has order

|Aut(Gp)|=
m

∏
k=1

(pdk− pk−1)
m

∏
j=1

(pej )m−d j
m

∏
i=1

(pei−1)m−ci+1, (11.14)

whereck := min{r : er = ek} ≤ k, dk := max{r : er = ek} ≥ k, and so the order
of Aut(G) is the product of these orders (see [HR07]). In effect, the less cyclic an
abelian group is, the larger its automorphism group becomes.

d = 2 d = 3 d = 4

n non cyc harm

4 0 3 3

8 1 7 8

9 1 6 7

12 2 13 15

16 4 13 17

18 2 18 20

20 3 19 22

24 6 27 33

25 1 15 16

27 3 18 21

28 4 25 29

32 9 25 34

n non cyc harm

4 0 3 3

8 5 16 21

9 3 15 18

12 11 57 68

16 28 74 102

18 19 121 140

20 29 137 166

24 89 241 330

25 8 115 123

27 33 159 192

28 57 255 312

32 158 278 436

n non cyc harm

4 0 1 1

8 8 21 29

9 5 23 28

12 30 141 171

16 139 228 367

18 80 494 574

20 154 622 776

24 604 1349 1953

25 37 636 673

27 202 973 1175

28 443 1697 2140

32 1379 2152 3531

Table 11.2: The numbers ofnoncyclic, cyclic harmonic frames ofn≤ 35 distinct vectors forCd,
d = 2,3,4 (up to unitary equivalence and reordering) when there is a noncyclic abelian group.
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It was observed in [WH06] that most harmonic frames seem to be cyclic, with
increasingly fewer asG becomes less cyclic. A heuristic explanation for this is that:
as the groupG becomes less cyclic, its automorphism group becomes larger(so the
number of multiplicative equivalence classes becomes smaller), and the orders of its
elements become smaller (so thatJ⊂G is less likely to generateG, and hence give
a harmonic frame with distinct vectors).

11.9 Unitary equivalence not preserving the group structure

By considering the angle multisets (see [CW11]), it can be shown that:

Theorem 11.5.Cyclic harmonic frames of n distinct vectors forC2 are unitarily
equivalent (up to a reordering) if and only if the subsets ofZn that give them are
multiplicatively equivalent.

Theorem 11.5 implies that unitary equivalence (up to reordering) and multiplica-
tive equivalence are the same for cyclic harmonic frames forC3, except if both
frames are unlifted. There do exist examples of unlifted cyclic harmonic frames
which are unitarily equivalent after a reordering which is not an automorphism.

Example 11.20.ForZ8 there are 17 multiplicative equivalence classes of 3–element
subsets which generate it. Only two of these give frames withthe same angles,
namely

{
{1,2,5},{3,6,7}

}
,

{
{1,5,6},{2,3,7}

}
.

The common angle multiset is{−1, i, i,−i,−i,−2i−1,2i−1}. These two frames
are unitarily equivalent up to a reordering. Since they are given by multiplicatively
inequivalent subsets, this reorderingcannotbe an automorphism (see Table 11.3).

Three infinite families of such “exceptional cases” where unitary equivalence (up
to reordering) does not imply multiplicative equivalence are given in in [Chi10]. It
is not known whether or not these are all of them.

If n is square free, i.e., is a product of distinct primes, then the primitiven–th
roots of unity are a basis for the cyclotomic fieldQ(ω), ω = e

2π i
n . This leads to:

Theorem 11.6.Let n be square free. Then the cyclic harmonic frames of n vectors
for Cd given by J,K ⊂ Z∗n (the units) are unitarily equivalent (up to a reordering) if
and only if J and K are multiplicatively equivalent.

Proof. Suppose thatΦJ andΦK are unitarily equivalent (after reordering), but are
not multiplicatively equivalent. Then the angle∑ j∈J ω j of ΦJ is an angle ofΦK ,
so that∑ j∈J ω j = ∑k∈K ωak, wherea 6∈ Z∗n. Since gcd(ak,n) = gcd(a,n), ∀k ∈ K,
it follows that ∑k∈K ωak = ∑b∈Z∗n cbωb, where eachcb ∈ Z has the same sign (see
[Chi10] for details). Thus it follows that∑ j∈J ω j 6= ∑k∈K ωak (sincen is not even),
which is a contradiction. ⊓⊔
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Computations of [Chi10] suggest that Theorem 11.6 also holds whenn is not
square free, i.e., all examples of cyclic harmonic frames for which multiplicative
equivalence and unitary equivalence are not equivalent (such as Example 11.20)
involve cyclic harmonic framesΦJ for whichJ contains a nonunit.

11.10 The number of cyclic harmonic frames

Computations of [WH06] suggest that the number of harmonic frames ofn distinct
vectors forCd grows likend−1 (for d fixed), andmost harmonic frames are cyclic.
In [MW04], it was established that the numberhn,d of cyclic harmonic frames ofn
distinct vectors forCd up to unitary equivalence (and reordering) grows like

hn,d ≈
nd

ϕ(n)
≥ nd−1, n→ ∞,

whereϕ(n) is Euler’s totient function. The proof uses a correspondence between
unitarily equivalent cyclic harmonic frames and points on the torusT2d, in which
multiplicative equivalence gives a torsion point. Here we consider the particularly
simple case of whenn is a prime, for which all harmonic frames are cyclic and there
is an explicit formula forhn,d (see [MW04], [Hir10]).

Let Z∗n (as the automorphisms ofZn) act on thed–element subsets ofZn, andS
be invariant under this action. Then, by Burnside’s counting lemma, the number of
multiplicative equivalence classes inS is

|S/Z∗n|=
1

ϕ(n) ∑
a∈Z∗n
|Fix(a)|, (11.15)

where Fix(a) is the set of elements ofSfixed bya∈ Z∗n.

Theorem 11.7.Let p be a prime, and hup,d and hl
p,d be the numbers of unlifted and

lifted (cyclic) harmonic frames of p≥ d distinct vectors forCd, d> 1. Then

hu
p,d =

1
p−1 ∑

j|gcd(p−1,d)

( p−1
j
d
j

)

ϕ( j)≈ pd−1, p→ ∞,

hl
p,d =

1
p−1 ∑

j|gcd(p−1,d−1)

( p−1
j

d−1
j

)

ϕ( j)≈ pd−2, p→ ∞.

In particular, the number of harmonic frames hp,d = hu
p,d +hl

p,d ≈ pd−1, p→ ∞.

Proof. Let a ∈ Z∗n be one of theϕ( j) elements of orderj. The orbit of a nonzero
element ofZn under the action ofa has sizej, and the orbit of zero is a singleton.
Thus if ad–element subsetJ⊂ Zn is fixed bya, then either
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• J is unlifted and is the union ofdj of the〈a〉–orbits of nonzero singletons.

• J is lifted and is the union of{0} andd−1
j of the〈a〉–orbits of nonzero singletons.

Sinced > 1 andp is prime, all the harmonic frames have distinct vectors. NowZ∗p
is cyclic of orderϕ(p) = p−1 (so j dividesp−1), and (11.15) gives the result.⊓⊔

Example 11.21.For d = 2, we havehp,2 =
1
2(p+1), since

hu
p,1 = hl

p,2 = 1, hu
p,2 = hl

p,3 =
1

p−1

{(p−1
2

)

+

( p−1
2
1

)}

=
1
2
(p−1).

For d = 3, we have

hu
p,3 = hl

p,4 =
1

p−1

{(p−1
3

)
, p 6≡ 1 (mod 3);

(p−1
3

)
+2
( p−1

3
1

)
, p≡ 1 (mod 3).

Hence

hp,3 =

{
1
6(p

2−2p+3), p 6≡ 1 (mod 3);
1
6(p

2−2p+7), p≡ 1 (mod 3).

As indicated above, formulas forhp,d depending onp modulod andd−1 can
be always be constructed. It is also possible to modify the proof of Theorem 11.7 to
count the real harmonic frames:

Proposition 11.1.Let p be an odd prime. For d even, the number of real harmonic
(unlifted) frames of p vectors forRd (up to unitary equivalence) is

hRp,d =
1

p−1

{

∑
j|gcd(p−1,d)

j even

( p−1
j
d
j

)

ϕ( j)+ ∑
j|gcd(p−1, d

2 )

j odd

( p−1
2 j
d
2 j

)

ϕ( j)
}

.

For d odd, the number of real harmonic (lifted) frames of p vectors forRd is

hRp,d =
1

p−1

{

∑
j|gcd(p−1,d−1)

j even

( p−1
j

d−1
j

)

ϕ( j)+ ∑
j|gcd(p−1, d−1

2 )

j odd

( p−1
2 j

d−1
2 j

)

ϕ( j)
}

.

Proof. See Exer. 11.11 for details. ⊓⊔

Example 11.22.For d≤ 3, there is a single real harmonic frame ofp vectors, i.e.,

hRp,1 = hRp,2 = hRp,3 = 1.

For d even,d≥ 4, we have the estimate

hRp,d = hRp,d+1≈ p
d
2−1, p→ ∞.
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11.11 Projective unitary equivalence of harmonic frames

We have seen that multiplicatively equivalent subsetsJ ⊂ G give harmonic frames
which are unitarilly equivalent up to a reindexing (Theorem11.4). We now show
that thetranslatesof J gives projectively unitarily equivalent harmonic frames.

Thetranslation of a finite abelian groupG by b is the bijection

τb : G→G : j 7→ j +b, b∈G.

We say thatK is atranslate of J if K = J+b, i.e.,K = τbJ.

Theorem 11.8.(Translates) Let G be a finite abelian group. If K is a translate of J,
then the harmonic framesΦJ andΦK are projectively unitarily equivalent.

Proof. Suppose thatK = J+b. SinceΦJ = (ξ |J)ξ∈Ĝ, we need to show

ξ |K = cξU(ξ |J), ξ ∈ Ĝ,

whereU : CJ → CK is unitary. LetUb = CJ → CK be the unitary map given by
(Ubv)(k) := v(k−b), k∈ K. Sinceξ is a character, we have

(Ubξ |J)(k) = ξ |J(k−b) = ξ (k−b) = ξ (k)ξ (−b) = ξ (b)ξ |K(k),

and so we can takeU =Ub andcξ = ξ (b). ⊓⊔
The converse: that projective unitary equivalence (without reordering) implies

thatJ andK are translates of each other, appears to be true.

Example 11.23.(Seven vectors inC3) We now revisit Example 11.16. The seven
multiplicative equivalence classes of 3–element subsets of G=Z7 give rise to seven
(cyclic) harmonic frames up to unitary equivalence and reordering. By translating
a given subset, we obtain a projectively unitarily equivalent harmonic frame. Since
the representatives of the multiplicative equivalence classes are related by

{0,1,3}= 6{1,2,6}+2, {1,2,4}= 6{1,2,6}+3,

{0,1,2}= {1,2,3}+6, {1,2,5}= 3{1,2,3}+6, {0,1,6}= {1,2,3}+5,

we conclude that there are exactly two harmonic tight framesof seven vectors for
C3 up to projective unitary equivalence and reordering. By considering the angle
multisets of Figure 11.1, we have that one is real, and the other is equiangular.

Example 11.24.Let p> 2 be a prime. Then all harmonic frames ofp vectors forC2

are projectively unitarily equivalent up to reindexing to the p equally spaced unit
vectors inR2. This follows since there is a unique affine map, taking a sequence of
two distinct elements ofZp to any other. In particular the two harmonic frames of
three vectors inC2 which are unitarily inequivalent (one is real, one is complex) are
projectively unitarily equivalent up to a reordering.
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We define theaffine groupof G to be the group of bijectionsθ : G→Ggenerated
by the translations and automorphisms ofG, i.e., the|G| |Aut(G)|maps of the form

θ(g) = σ(g)+b, σ ∈ Aut(G), b∈G.

If K = θJ, for someθ in the affine group, we sayJ andK areaffinely equivalent,
i.e., they are in the same orbit under the natural action of the affine group ofG on
the subsets ofG. Combining Theorems 11.4 and 11.8 gives the following:

Theorem 11.9.(Affine equivalence) Let G be a finite abelian group. If J and K are
affinely equivalent subsets of G, then the harmonic framesΦJ andΦK that they give
are projectively unitarily equivalent up to reindexing by an automorphism.

In view of Theorem 11.9, the question of determining the harmonic frames up
to projective unitary equivalence (and reordering) reduces to determining whether
frames given by affinely inequivalent subsets are projectively unitarily equivalent.
In all cases considered (see, e.g., Table 11.3) this can be done by using a simple test,
such as comparing the multiset ofm–products.

d = 2 d = 3 d = 4 d = 5 d = 6

n uni proj

2 1 1

3 2 1

4 3 2

5 3 1

6 6 3

7 4 1

8 7 3

9 6 2

10 9 3

11 6 1

12 13 5

13 7 1

14 12 3

15 13 3

n uni proj

3 1 1

4 3 1

5 3 1

6 11 3

7 7 2

8 16 4

17

9 15 3

10 29 4

11 17 2

12 56 9

57

13 25 3

n uni proj

5 2 1

6 9 3

7 7 2

8 21 6

23 5

9 23 4

24

10 53 9

54

11 34 4

12 138 21

141

n uni proj

5 1 1

6 4 1

7 4 1

8 19 4

20

9 23 4

24

10 67 9

11 48 6

n uni proj

6 1 1

7 2 1

8 11 3

9 16 3

10 55 9

56

11 48 6

Table 11.3: The number of unitary and projective unitary equivalence classes (up to reindexing) of
cyclic harmonic frames ofn vectors forCd (d ≤ 6). When the group theoretic estimate given by
Theorem 11.9 is larger (i.e., there are reindexings which are not automorphisms), then it is given
in the row below.
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11.12 The projective symmetry group of a harmonic frame

The projective symmetry group of various harmonic frames was calculated in
[WC14] (see Table 11.4). We say that a frame hasprojectively repeatedvectors if
some vectors are scalar multiples of each other (in this casethe projective symme-
try group is not given). When a harmonic frame is complex, the extended projective
symmetry group is given also. The number oferasuresof a frame forCd is the
maximum number of vectors that can be removed from it so that those remaining
still spanCd.

d n real orth reps SymP(Φ) SymEP(Φ) J erasures
3 3 R y <6,1> {0,1,2} 0
3 4 R <24,12> {1,2,3} 1
3 5 R <10,1> {0,1,3} 2
3 6 <18,3> <36,10> {0,1,4} 2

R y <12,4> {1,2,3} 3
R y y {1,3,5} 1

3 7 <21,1> <42,1> {1,2,6} 4
R <14,1> {1,3,5} 4

3 8 <16,8> <32,43> {1,3,4} 5
<32,11> <64,134> {0,1,4} 3

R <16,7> {0,1,2} 5
R y {1,3,5} 3

3 9 <9,1> <18,1> {1,4,6} 5
R y <18,1> {0,1,2} 6
R y y {1,4,7} 2

3 10 <50,3> <100,13> {0,1,5} 4
R <20,4> {0,1,9} 7

<10,2> <20,4> {0,1,8} 7
R y {1,5,7} 5

3 11 <11,1> <22,1> {0,1,3} 8
R <22,1> {1,2,3} 8

3 12 <12,2> <24,6> {1,2,11} 8
R y <24,6> {1,2,3} 9
R y {1,4,10} 5

<12,2> <24,6> {0,3,4} 7
y {1,5,7} 5

y <24,5> <48,38> {0,1,8} 7
R y y {1,3,5} 7

<72,30> <144,154> {2,3,8} 5
R y y {1,5,9} 3

3 13 R <26,1> {0,1,12} 10
<13,1> <26,1> {0,1,3} 10
<39,1> <78,1> {1,2,11} 10

Table 11.4: The cyclic harmonic frames ofn vectors forC3. If the frame doesn’t have projectively
repeated vectors, then its projective symmetry group is given, and when it is complex, then its
extended projective symmetry group is given. We also indicate ifthe frame has orthogonal vectors,
and its number of erasures.
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Notes

It has been known (at least) since [Zim01] that there exists at least one real harmonic
frame ofn≥ d vectors forCd.

pn,d ≈
nd−1

ϕ(n)

Exercises

11.1.An equal–norm frameΦ = (v j) for Fd is said to beequispacedif the distances
‖v j −vk‖ are constant forj 6= k (this is equivalent toℜ〈v j ,vk〉 being constant).
(a) Show that the real and complex harmonic frames of three vectors forC2 are
equispaced (and also equiangular), but that the spacings are different in each case.
(b) Let Φ = (v j) be the cyclic harmonic frame forC2 given by{1,2} ⊂ Z5, i.e.,

Φ =
(
[
1
1

]

,

[
ω
ω2

]

,

[
ω2

ω4

]

,

[
ω3

ω

]

,

[
ω4

ω3

]
)
, ω := e2π i/5.

Show thatΦ is equispaced.
(c) The equispaced harmonic frames of (a) and (b) can be generalised as follows.
Let Φ = (v j) be the cyclic harmonic frame of 2d− 1 vectors forCd given by
{0,1, . . . ,d− 1} ⊂ Z2d−1, andΨ = (w j) be the cyclic harmonic frame of 2d+ 1
vectors forCd given by{1,2, . . . ,d} ⊂ Z2d+1. Show thatΦ andΨ are equispaced.

11.2.m Write a function to compute the symmetry group of a frame from its Gramian.
Apply it in the following cases:
(a) The unlifted cyclic harmonic frame of 12 vectors forC3 given by{1,5,9}⊂Z12.
(b) The cyclic frames of 20 vectors forC3 given by{0,1,11},{1,10,11} ⊂ Z20.

11.3.Let U be a unitary matrix andv∈ Fd. Show that(U jv)n−1
j=0 is an equal–norm

tight frame forFd if and only if it is projectively unitarily equivalent to a cyclic
harmonic frame, i.e.,Un = cI.

11.4.Show that the set ofn–th roots of unity is the unique harmonic frame ofn
distinct vectors forC1.

11.5.Show that the only real harmonic frame ofn distinct vectors forC2 is then
equally spaced unit vectors inR2.

11.6.Find all the (unitarily inequivalent) harmonic frames of six vectors forC2.
Show that none are complex conjugates of each other, by computing the distances
between their vectors, or otherwise.
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11.7.Suppose thatΦ = (gv)g∈G is a frame forFd generated by a finite abelian
group of matricesG⊂ GL(H ). Show thatΦ hasdistinct vectors. Does this hold
for nonabelian groups?

11.8.Show that ifΦ is a harmonic frame given byJ⊂G, then the complementary
tight frame is the harmonic frame given byG\J (the complement ofJ).

11.9.Suppose thatΦ is an unlifted harmonic frame with|Sym(Φ)| = m. Show
thatΨ := Φ+̂ · · ·+̂Φ (d summands) has a symmetry group of order at leastd!md.
Remark:Thevertices of the cube[−1,1]d in Cd (see Example 5.12) are a balanced
tight frame of 2d vectors forRd with symmetry group of orderd!2d.

11.10.Let G be a finite abelian group.
(a) Show that a harmonic frame(vg)g∈G satisfies

〈v j ,vk〉= 〈v j+a,vk+a〉, ∀ j,k,a∈G.

(b) Suppose that harmonic frames(vg)g∈G and(wg)g∈G are unitarily equivalent up
to reindexing. Show that for allj,k,b∈G there exists somea∈G with

〈v j ,vk〉= 〈wa,wb〉.

(c) Suppose that the harmonic frames given by{ξ1, . . .ξd},{η1, . . . ,ηd} ⊂ Ĝ are
unitarily equivalent up to reindexing. Show that

d

∑
j=1

ξ j(1) =
d

∑
j=1

η j(a),

for somea∈G.

11.11.Let p be an odd prime.
(a) Show that ifJ⊂Zp, |J|= d gives a real cyclic harmonic frame, thenJ=K∪−K
when d is even, andJ = {0} ∪K ∪−K when d is odd (disjoint unions), where
K ⊂ Zp\{0} generatesZp (for d > 1).
(b) Use Burnside orbit counting to show that the number of real (cyclic) harmonic
frames ofp vectors forRd is given by

hRp,d =
1

p−1

{

∑
j|gcd(p−1,d)

j even

( p−1
j
d
j

)

ϕ( j)+ ∑
j|gcd(p−1, d

2 )

j odd

( p−1
2 j
d
2 j

)

ϕ( j)
}

(d even),

hRp,d =
1

p−1

{

∑
j|gcd(p−1,d−1)

j even

( p−1
j

d−1
j

)

ϕ( j)+ ∑
j|gcd(p−1, d−1

2 )

j odd

( p−1
2 j

d−1
2 j

)

ϕ( j)
}

, (d odd).



Chapter 12
Equiangular and Grassmannian frames

A set ofn unit vectors{ f j} in Fd is said to define a set ofequiangular lines if the
angles between the subspaces (lines) they determine are equal, i.e.,∃C≥ 0 with

|〈 f j , fk〉|=C, ∀ j 6= k. (12.1)

An illuminating example is three isogonal vectors inR3 (see Example 3.9),

where one can choose 0≤ C < 1, or evenC = 1 (in which case the vectors are
equal). By the variational characterisation of tight frames (Theorem 6.1), it follows
that

C≥
√

n−d
d(n−1)

, (12.2)

with equality in (12.2) if and only if{ f j} is a tight frame forFd. Moreover, the
maximumC can be is 1, when the vectors lie in a common line.

Here we consider those sets of unit vectors that define a set ofequiangular lines,
which, in addition, give equality in (12.2), i.e., are a finite tight frame forFd. The
corresponding sets oftight equiangular lines can be thought as being spread out in
Fd as much as is possible. This extra structure gives sets of equiangular lines with
special properties, e.g., the Gramian of the vectors defining the lines is an orthogonal
projection matrix, and so a complementary set of equiangular lines exists.

265
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12.1 Equiangular lines and frames

Sets{ f j} of n unit vectors inFd for which themaximum cross–correlation

M := max
j 6=k
|〈 f j , fk〉| ∈ [0,1]

is small have applications to wireless communication and coding theory [SH03].
These correspond to sets of linesL j = {c f j : c ∈ F} (through 0 andf j ) for which
theminimal angle between them

θ := min
j 6=k

cos−1(|〈 f j , fk〉|) ∈ [0,
1
2

π]

is large. The lower bound (6.3) forM is attained as follows.

Definition 12.1.A set{ f j} of equal–norm vectors inH is equiangular if ∃C≥ 0
with

|〈 f j , fk〉|=C, ∀ j 6= k.

For a set of equiangular vectors of unit length, the constantis often written

C= α = cosθ , α ∈ [0,1], θ ∈ [0,π/2],

with bothC= α andθ referred to as theanglebetween the vectors (or lines).

Theorem 12.1.Let ( f j)
n
j=1 be a sequence of n unit vectors inH , d = dim(H ).

Then

M = max
j 6=k
|〈 f j , fk〉| ≥

√

n−d
d(n−1)

, (12.3)

or, equivalently,

θ = min
j 6=k

cos−1 |〈 f j , fk〉| ≤ cos−1

√

n−d
d(n−1)

, (12.4)

with equality if and only if( f j)
n
j=1 is an equiangular tight frame.

Proof. We consider the case of equality in Exer. 6.2. Firstly, observe that

M2 = max
j 6=k
|〈 f j , fk〉|2≥

1
n2−n ∑

j 6=k

|〈 f j , fk〉|2 =
1

n2−n

{

∑
j
∑
k

|〈 f j , fk〉|2−n
}

with equality if and only if( f j) is equiangular. By Theorem 6.1, we have

1
n2−n

{

∑
j
∑
k

|〈 f j , fk〉|2−n
}

≥ 1
n2−n

(n2

d
−n
)
=

n−d
d(n−1)

,
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with equality if and only if( f j) is a tight frame. The two inequalities above give
(12.3), and the fact that cos−1 is strictly decreasing on[0, 1

2π] gives (12.4). ⊓⊔

Example 12.1.Thed vectors of anorthonormal basisin Fd and thed+1 vertices of
the regularsimplexin Rd give real equiangular tight frames withC = 0 andC = 1

d .
These exist in every dimensiond, and are the unique equiangular tight frames ofd
andd+1 vectors inCd up to projective unitary equivalence (see Example 9.8).

The equiangularity condition on a set of lines ensures that the corresponding set
of one-dimensional orthogonal projections is linearly independent, which in turn
gives a bound on the possible number of equiangular lines inFd.

Theorem 12.2.Suppose d> 1. Let( f j) be a sequence of n unit vectors inFd giving
a set of n equiangular lines, then the orthogonal projections

Pj : f 7→ 〈 f , f j〉 f j , j = 1, . . . ,n

are linearly independent, and hence

n≤
{

1
2d(d+1), F= R;

d2, F= C
(12.5)

with equality if and only if{Pj}nj=1 is a basis for the Hermitian matrices.

Proof. Sinced > 1, the equiangularity constantC is less than 1. By Exer. 3.1

trace(PjP
∗
k ) = |〈 f j , fk〉|2 =C2, j 6= k,

and so the Frobenius norm of the linear combination∑ j c jPj is

‖∑
j

c jPj‖2F = trace(∑
j

c jPj ∑
k

ckP
∗
k ) = ∑

j
∑
k

c jck trace(PjP
∗
k )

= ∑
j
∑
k

c jckC
2+∑

j
c jc j(1−C2)

=C2|∑
j

c j |2+(1−C2)∑
j
|c j |2,

which is zero only for the trivial linear combination.
The projections{Pj} belong to the real vector space of Hermitian matrices, which

has dimension (see Exer. 12.1) given by the right hand side of(12.5). ⊓⊔
The right hand side of (12.5) is the numbern of (8.24) which ensures that a

generic sequence ofn vectors inFd has a unique scaling to a tight signed frame.
If the upper bound (12.5) is attained, then( f j) is a unit norm tight frame forFd

(see Exer. 12.2), i.e., the identity matrix can be written

I =
d
n

n

∑
j=1

Pj .
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The upper bound (12.5) for the maximum number of equiangularlines inRd is
called theabsolute bound(or Gerzon bound). It is rarely attained: only the cases
d = 2,3,7,23 are known (see Example 12.35). Many maximal set of equiangular
lines turn out to be tight frames (see Table 12.3). By way of contrast, the upper
bound (12.5) for complex equiangular lines is conjectured to always be attained
(Zauner’s conjecture), by a tight frame known as a SIC (see Chapter 14).

Example 12.2.There are sets of two and three equiangular lines inR2. Theorem 12.2
confirms the familiar geometric fact that there arenot four (or more) equiangular
lines inR2, and hence no equiangular tight frame of four or more vectorsfor R2.
There is a tight frame giving four equiangular lines inC2 (see Example 2.16).

Example 12.3.An equiangular tight frame of 28 vectors forR7 can be constructed
as follows. Let( f j) be the 28 unit vectors of the form

1√
24

(x1,x2, . . . ,x8), x j ∈ {−1,3}, ∑
j

x j = 0. (12.6)

These vectors span a 7–dimensional subspace ofR8, and give an equiangular tight
frame (see Exer. 12.4, Example 12.56), which gives equalityn= 1

2d(d+1) in (12.5).

12.2 Grassmannian frames

If an equiangular tight frame does not exist for a givenn≥ d, then a good substitute
is aGrassmannian frame(see [SH03], [BK06]) or a variation thereof.

Definition 12.2.A frameΦ = ( f j)
n
j=1 of n unit vectors forH is aGrassmannian

frame if it minimises
M∞(Φ) := max

j 6=k
|〈 f j , fk〉|, (12.7)

and isoptimal if it gives equality in (12.3), i.e., is an equiangular tightframe.

Grassmannian framesexistfor all n≥ d, for H real or complex, since the the set
of n element unit norm frames is a compact subset ofH n. By the same reasoning,
there exist equal–norm normalised tight frames which minimise (12.7). These were
frames were called 2–optimalframes by [HP04], who proved that they are optimal
for the 2–erasure problem.

The Grassmannian spaceG (H , ℓ) = G (d, ℓ) is the set of allℓ–dimensional
subspaces of thed–dimensional spaceH = Fd (usually real). TheGrassmannian
packing problem is to find the best packing ofn subspaces of dimensionℓ in H ,
so that the angle between any two is as large as possible (see [CHS96], [DHST08]).
Clearly, forℓ= 1 this equivalent to finding a Grassmannian frame.

Example 12.4.The firstn vertices of the regular 2n–gon (multiplied by±1), i.e., the
n equally spaced lines inR2 (see Exer. 6.10) are theuniqueGrassmannian frame of
n vectors forR2 (see Exer. 12.5). This is tight, and it is equiangular only for n= 3.
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Example 12.5.By Theorem 12.1, an equiangular tight frame is Grassmannian.

Example 12.6.The only known example of anontightGrassmannian frame is that
of 5 vectors inR3 which lie on the diagonals of the regular icosahedron, whichis the
optimal Grassmannian line packing (see [CHS96], Exer. 12.7). This is the nontight
equiangular frame given by the graph of the 5–cycle (see Example 12.44).

There is an extensive literature on the closely related problem of finding the dis-
tributions of points on a sphere that minimise a given potential (see [SK97]). A
classical example isTammes’ problem of determining how to placen points on
the unit sphere inR3 so as to maximise the minimum distance between them. For
five vectors the solution to Tammes’ problem is the north and south poles together
with three equally spaced points on the equator. This set of five vectors isnota tight
frame, or a Grassmannian frame forR3.

12.3 Equiangular harmonic frames and difference sets

Here we show that a harmonic frameΦJ = (ξ |J)ξ∈Ĝ is equiangular if and only if
J⊂G is adifference setfor the abelian groupG. This leads to some infinite families
of equiangular tight frames.

Definition 12.3.A d element subsetJ of a finite groupG of ordern is said to be
a (n,d,λ )–difference setif every nonidentity element ofG can be written as a
difference j1 j−1

2 of two elementsj1, j2 ∈ J in exactlyλ ways. The difference set is
said to beabelian, cyclic, etc, when the groupG is.

The complementG\J of a (n,d,λ )–difference setJ is a

(n,n−d,n−2d+λ )–difference set

and so lists of difference sets (Tables 12.1 and 12.2) usually assume 2d≤ n, λ > 0.
Since there are exactlyd2−d pairs of elements fromJ whose difference is not

the identity, a(n,d,λ )–difference set must satisfy

d(d−1) = (n−1)λ . (12.8)

The set of all translates of a difference setJ gives asymmetric block design(not
all symmetric block designs appear in this way). In particular, the parameters of a
difference set must satisfy theBruck–Ryser–Chowla theorem, which gives

• If n is even, then itsorder d−λ is a square.
• If n is odd, theDiophantine equation

x2+(d−λ )y2− (−1)(n−1)/2λz2 = 0

has a nontrivial solution(x,y,z).
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We assume the basic theory of harmonic frames (and characters) as detailed in
Chapter 11. The orthogonality between a characterχ 6= 1 and the trivial character 1
gives

∑
g∈G

χ(g) = 0 =⇒ ∑
g6=0

χ(g) =−1, χ 6= 1. (12.9)

The characters of an abelian groupG sum to the so calledregular character

∑
χ∈Ĝ

χ = χreg, χreg(g) :=

{

|G|, g= 1;

0, g 6= 1.
(12.10)

Theorem 12.3.Let G be an abelian group of order n, andΦJ = (ξ |J)ξ∈Ĝ be the
harmonic frame given by J⊂G, |J|= d. Then the following are equivalent

1. ΦJ is an equiangular tight frame of n vectors forCd.
2. J is a(n,d,λ )–difference set for G.

3. |∑ j∈J χ( j)|2 = d(n−d)
n−1 , for all χ 6= 1, χ ∈ Ĝ.

Proof. (1⇐⇒3) Suppose thatξ 6= η , i.e.,χ := ξ η−1 6= 1. We calculate

〈ξ |J,η |J〉= ∑
j∈J

ξ ( j)η( j) = ∑
j∈J

(ξ η−1)( j) = ∑
j∈J

χ( j),

and soΦJ is equiangular if and only if

∣
∣
∣〈 ξ |J√

d
,

η |J√
d
〉
∣
∣
∣=

1
d

∣
∣
∣∑

j∈J
χ( j)

∣
∣
∣=

√

n−d
d(n−1)

,

which gives the equivalence of 1 and 3.
We now show the equivalence of 1 and 2. Sinceχ(k) = χ(−k), we have that

|〈ξ |J,η |J〉|2 = ∑
j∈J

∑
k∈J

χ( j−k) = ∑
g∈G

αgχ(g), χ 6= 1, (12.11)

whereαg := #{( j,k) ∈ J×J : j−k= g}. Observe thatα0 = d, ∑g6=0 αg = d2−d.
(2⇐=1) Suppose thatJ is a difference set, i.e.,αg = λ , g 6= 0. Then (12.11),

together with (12.9), gives

|〈ξ |J,η |J〉|2 = λ ∑
g6=0

χ(g)+d =−λ +d,

i.e.,ΦJ is equiangular.
(1=⇒2) Suppose thatΦJ is equiangular. Then (12.11) gives

|〈ξ |J,η |J〉|2 = ∑
g6=0

αgχ(g)+d =−λ +d, χ 6= 1,

for some fixedλ . By Pontryagin duality, this can be written as
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∑
g6=0

αg ˆ̂g(χ) =−λ , χ 6= 1.

Moreover, by counting the number of differences

∑
g6=0

αg
ˆ̂0(χ) = ∑

g6=0

αg = d2−d.

These combine to give the regular character ofĜ as a sum of characters

∑
g6=0

αg ˆ̂g+λ ˆ̂0=
d2−d+λ

n
χĜ

reg.

Since the (irreducible) characters ofĜ are linearly independent, (12.10) implies that
αg = λ , ∀g 6= 0, i.e.,J is a(n,d,λ )–difference set forG. ⊓⊔

The condition 3 for difference sets is well known [Tur65], [LM90]. However,
its interpretation in terms of equiangular lines (harmonicframes) seems to be more
recent [K̈on99], [XZG05], [Kal06]. In [XZG05] equiangular tight frames are called
MWBE (maximum–Welch–bound–equality) codebooks.

Example 12.7.The cyclic harmonic frame ofn vectors forCd given by

ΦJ =
{






1
...
1




 ,






ω j1

...
ω jd




 ,






ω2 j1

...
ω2 jd




 , . . . ,






ω(n−1) j1

...
ω(n−1) jd






}

, ω := e
2π i
n

is equiangular if and only ifJ = { j1, j2, . . . , jd} is a(n,d,λ )–difference set forZn.
The cyclic difference sets ford≤ 10 are given in Table 12.1.

Example 12.8.(Orthonormal bases) The choiceJ = G is an(n,n,n)–difference set
which gives an orthonormal basis.

Example 12.9.(Simplex) There is a unique difference set withλ = 0,d≥ 1, i.e., the
(n,1,0)–difference set consisting of the identity element ofG. The complementary
(n,n−1,n−2)–difference set (of the nonidentity elements) gives the vertices of the
simplex. Both of these difference sets (and those withd= 0,n) are said to betrivial .

Difference setsJ1 andJ2 for a groupG are said to beequivalent if there is an
automorphismσ of G and someg∈G with

σJ1 = gJ2, for someg∈G.

By Theorem 11.8, it follows that

Equivalent difference sets give projectively unitarily equivalent harmonic
frames (up to reordering by an automorphism).
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Table 12.1: List of the cyclic(n,d,λ )–difference setsJ for d≤ 10,λ > 0 (including complements).
These give the cyclic equiangular harmonic frames ofn> d+1 vectors forCd.

n d λ J⊂ Zn

7 3 1 {1,2,4}
7 4 2 {0,3,5,6}
13 4 1 {0,1,3,9}
11 5 2 {1,3,4,5,9}
21 5 1 {3,6,7,12,14}
11 6 3 {0,2,6,7,8,10}
31 6 1 {1,5,11,24,25,27}
15 7 3 {0,1,2,4,5,8,10}

n d λ J⊂ Zn

15 8 4 {3,6,7,9,11,12,13,14}
57 8 1 {0,1,6,15,22,26,45,55}
13 9 6 {2,4,5,6,7,8,10,11,12}
19 9 4 {1,4,5,6,7,9,11,16,17}
37 9 2 {1,7,9,10,12,16,26,33,34}
73 9 1 {0,1,12,20,26,30,33,35,57}
19 10 5 {0,2,3,8,10,12,13,14,15,18}
91 10 1 {0,2,6,7,18,21,31,54,63,71}

Table 12.2: The abelian(n,d,λ )–difference sets ford≤ 50,n≥ 2d, λ > 0, whereG has invariant
factors[a1, . . . ,am]. These give the equiangular harmonic frames ofn> d+1 vectors forCd.

n d λ G

7 3 1 [7]
13 4 1 [13]
21 5 1 [21]
11 5 2 [11]
16 6 2 [4,4]
16 6 2 [2,8]
16 6 2 [2,2,4]
16 6 2 [2,2,2,2]
31 6 1 [31]
15 7 3 [15]
57 8 1 [57]
73 9 1 [73]
37 9 2 [37]
19 9 4 [19]
91 10 1 [91]
23 11 5 [23]
45 12 3 [3,15]
133 12 1 [133]
27 13 6 [3,3,3]
40 13 4 [40]
183 14 1 [183]
36 15 6 [3,12]
36 15 6 [6,6]

n d λ G

31 15 7 [31]
273 17 1 [273]
35 17 8 [35]
307 18 1 [307]
96 20 4 [2,4,12]
96 20 4 [2,2,2,12]
96 20 4 [2,2,2,2,6]
381 20 1 [381]
85 21 5 [85]
43 21 10 [43]
47 23 11 [47]
553 24 1 [553]
101 25 6 [101]
651 26 1 [651]
64 28 12 [2,2,16]
64 28 12 [2,4,8]
64 28 12 [4,4,4]
64 28 12 [2,2,4,4]
64 28 12 [8,8]
64 28 12 [4,16]
64 28 12 [2,2,2,2,2,2]
64 28 12 [2,2,2,2,4]
64 28 12 [2,2,2,8]

n d λ G

757 28 1 [757]
109 28 7 [109]
59 29 14 [59]
175 30 5 [5,35]
871 30 1 [871]
156 31 6 [156]
63 31 15 [63]
63 31 15 [3,21]
993 32 1 [993]
133 33 8 [133]
67 33 16 [67]
71 35 17 [71]
1407 38 1 [1407]
79 39 19 [79]
121 40 13 [121]
121 40 13 [11,11]
83 41 20 [83]
1723 42 1 [1723]
1893 44 1 [1893]
2257 48 1 [2257]
99 49 24 [3,33]
197 49 12 [197]
2451 50 1 [2451]
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By (12.8), the numbern of vectors in an equiangular harmonic frame forCd is

n=
1
λ
(d2−d)+1≤ d2−d+1. (12.12)

This is largest whenλ = 1, i.e.,J is aplanar difference set. Here the corresponding
symmetric block design gives aprojective plane(the blocks are the points on a
line, and so each pair of distinct lines intersects in a single point). For example, the
(7,3,1)–difference setJ = {1,2,4} ⊂ Z7 gives theFano plane(7 points, 7 lines, 3
points on each line), whose lines are the translates ofJ, i.e.,

{1,2,4}, {2,3,5}, {3,4,6}, {4,5,0}, {5,6,1}, {6,0,2}, {0,1,3}.

There is considerable work on difference sets (for both abelian and nonabelian
groups). The onlineLa Jolla Difference Set Repositorymaintained by Dan Gordon is
an excellent resource. From this, we obtained the Table 12.2of all abelian difference
sets forn≤ 50, i.e., all equiangular harmonic frames ofn≤ 50 vectors (for brevity,
the complementary difference sets are not included).

There are several infinite families of difference sets. These are often classified via
their parameters, e.g., difference sets with parameters(4m− 1,2m− 1,m− 1) are
of Paley–type1, and those with parameters(4m2,2m2−m,m2−m) areHadamard
difference sets(see [DJ96]). We now give a few examples.

Example 12.10.(Singer) LetPGm(q) be them–dimensional projective geometry
overFq. The intersection of two hyperplanes is an(m−2)–dimensional subspace

containingqm−2−1
q−1 projective points, and so one obtains a symmetric block design

where the blocks are the projective points on a hyperplane. Aclassical result of
Singer shows that there is a cyclic subgroup of the projective linear transformations
which acts regularly on the points and hyperplanes ofPGm(q). From this, it follows

that there exists a cyclic(qm−1
q−1 , qm−1−1

q−1 , qm−2−1
q−1 )–difference set. In particular, by tak-

ing m= 3, and lettingd = q+1, one obtains a cyclic(d2−d+1,d,1)–difference
set, i.e., an equiangular cyclic harmonic frame ofn= d2−d+1 vectors forCd. The
Prime Power Conjectureis that every abelian planar difference set (such as these)
hasd−1 a prime power. This has been verified ford≤ 2,000,000 [BG04].

Example 12.11.(Paley) Letq= 4m−1 be a prime power (q≡ 3 mod 4). Then the
set of all nonzero squares in(GF(q),+) is a(4m−1,2m−1,m−1)–difference set.

Example 12.12.(Twin prime powers) Letq andq+2 betwin prime powers, i.e., a
pair of odd integers, each of which is a prime power, e.g,q= 7,q+2= 9= 32. Then
there exists a(q(q+2), q(q+2)−1

2 , q(q+2)−3
4 )–difference set.

The last two examples, and theq= 2 Singer difference sets are of Paley–type.

Example 12.13.(n = 2d+ 1, d odd) For a difference set of Paley–type, by letting
d = 2m−1 (d is odd), the parameters become(2d+1,d, d−1

2 ). Hence, Paley–type

1 The termHadamard typedifference set is also used.
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difference sets give equiangular harmonic frames ofn = 2d+ 1 vectors forCd.
These exist when 2d+2 is a power of 2, or 2d+1 is a prime power congruent to 3
mod 4, or 2d+1 is a product of twin prime powers. The first oddd where there is not
a an equiangular harmonic frame of 2d+1 vectors forCd is d = 19 (2d+1= 39).

Example 12.14.(n= 2d−1,d even) The complement of a Paley–type difference set
is a(4m−1,2m,m)–difference set. By lettingd = 2m (d is even), these parameters
become(2d− 1,d, d

2), and so Paley–type difference sets give rise to equiangular
harmonic frames ofn= 2d−1 vectors forCd.

Example 12.15.(Reversible difference sets) A differences setJ is reversible if it is
closed under taking inverses, i.e., the corresponding equiangular harmonic frame is
real (Theorem 11.2). A reversible difference set forG= Z4×Z4 is given by

J = {(1,0),(2,0),(3,0),(0,1),(0,2),(0,3)},

and so there exists a real equiangular harmonic frame of 16 vectors forC6. There
is also a(16,6,2)–difference set forG = Z4

2, which must be reversible (as are all
difference sets for groups of exponent 2), since each element of Z4

2 is its own inverse.
The set

J = {(x,0),(0,x),(x,x) : x 6= 0} ⊂ Z6×Z6

is a reversible(36,15,6)–difference set forG= Z6×Z6, and so there exists a real
equiangular harmonic frame of 36 vectors forR15.

The boundn≤ d2− d+ 1 of (12.12) for equiangular We say that a set of unit
vectors inCd (or the lines they determine) isflat if each vector entry has constant
modulus (of 1√

d
). Harmonic frames are flat.

Proposition 12.1.([GR09]) There can be at most d2−d+1 flat equiangular lines
in Cd, and any such set must be tight.

Proof. Suppose that the unit vectorsΦ = (v j) give n flat equiangular lines inCd,
i.e.,|〈v j ,vk〉| = α, j 6= k. The Gram matrix of the rank one orthogonal projections
v1v∗1, . . . ,vnv∗n ande1e∗1, . . . ,dde∗d (with the Frobenius inner product) is

A=

(

α2J+(1−α2)In 1
dJ

1
dJ Id

)

, J = [1].

Since these vectors lie in thed2 dimensional spaceCd×d, we have rank(A)≤ d2.
A calculation (see Exer. 12.9) shows that rank(A) = n+d+1 andΦ is tight, or

rank(A) = n+d. Thusn+d−1≤ rank(A)≤ d2, which gives the result. ⊓⊔

Example 12.16.For 2≤ d ≤ 6 there ared2− d+ 1 flat equiangular lines forCd,
given by an equiangular harmonic frame corresponding to a cyclic difference set
(see Table 12.1).
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12.4 Equiangular tight frames from block designs

We call an equiangular tight frame(v j) of n unit vectors forCd subsimplicial (of
dimensionr) if

|〈v j ,vk〉|=
1
r
, j 6= k, for some integerr,

i.e., if everyr +1 element subset of(v j) is anr–simplex, up to projective unitary
equivalence. The possibled,n for a subsimplicial frame are restricted by the fact
that

r =

√

d(n−1)
n−d

∈ Z. (12.13)

A singled–simplex is a trivial example of a subsimplicial frame.

Example 12.17.(Complementary frames) Ifd,n satisfy the necessary condition
(12.13) for being a subsimplicial frame, then the complementary frame may not.
For example, ford = 8, n= 15 there is a harmonic equiangular tight frame given by
the difference set{3,6,7,9,11,12,13,14} ⊂ Z15 which is subsimplicial withr = 4,
but the complementary tight frame is not subsimplicial (r = 7

2).

Example 12.18.(Real equiangular lines) A set of real equiangular lines meeting the
absolute boundn = 1

2d(d+ 1) is subsimplicial (withr =
√

d+2) if and only if
d+2 is a square. Many other maximal sets of tight real equiangular lines are also
subsimplicial, e.g., all those ford 6= 3 listed in Table 12.3 (including the conjectured
sets of lines in grey).

Example 12.19.(SICs) A set of complex equiangular lines meeting the absolute
boundn = d2 is subsimplicial (withr =

√
d+1) if and only if d+ 1 is a square.

The first two examplesd = 3,8 are exceptional cases for SICs (see Chapter 14).

We now outline a construction of [FMT12] which uses Steiner systems (a type
of block design) to construct subsimplicial equiangular tight frames directly inCd.

A Steiner systemS(t,k,ν) is a collectionB of k–element subsets (calledblocks)
of anν element setV , with the property that each element ofV is in exactlyr blocks
and eacht–element subset ofV is contained in exactly one block. A count shows

r =

(ν−1
t−1

)

(k−1
t−1

) .

We consider Steiner systemsB on V with t = 2 (sor = ν−1
k−1 ), i.e., the property

that every pair of points lies in exactly one block. We illustrate the construction
using anS(2,2,4) system (all two element subsets of a four element set). EachB

can be represented by aB×V matrix AT with a 1 in the(β ,a) entry if the pointa
is in the blockβ , and a 0 otherwise (A is the incidence matrix of the system). For
each pointa∈ V , choose a Hadamard matrix of sizer +1, i.e.,
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H(a) =










h(a)0

h(a)β1
...

h(a)βr










, h(a)β =
[

h(a)β ,1 h(a)β ,2 · · · h
(a)
β ,r+1

]

,

whereβ1, . . . ,βr ∈ B are ther blocks containinga. The r + 1 rows of H(a) are
orthogonal, and of length

√
r +1. LetV be theB×ν(r +1) block matrix obtained

by replacing the nonzero(β ,a)–entries ofAT by the 1× (r + 1) blocksh(a)β , and
replacing the zero entries by the 1× (r +1) zero matrix.

blocks

AT =












1 1 0 0
1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 1
0 0 1 1












{1,2}
{1,3}
{1,4}
{2,3}
{2,4}
{3,4}

−→ V =















h(1){1,2} h(2){1,2} 0 0

h(1){1,3} 0 h(3){1,3} 0

h(1){1,4} 0 0 h(4){1,4}
0 h(2){2,3} h(3){2,3} 0

0 h(2){2,4} 0 h(4){2,4}
0 0 h(3){3,4} h(4){3,4}















.

The columns ofV = [va, j ]a∈V ,1≤ j≤r+1 are the vectors inCB, |B|= ν(ν−1)
k(k−1) , given

by

va, j(β ) =

{

h(a)β , j , a∈ β ;

0, a 6∈ β
(12.14)

Recall that the rows and columns of a Hadamard matrix are orthogonal. Thus, the
rows of V are orthogonal, and so(va, j) is an equal norm tight frame. The inner
product between different vectors indexed by the same pointa is the inner product
between the corresponding columns ofH(a) with the first entries removed, giving

〈va, j ,va,k〉=−h(a)0, j h
(a)
0,k, j 6= k. (12.15)

Vectors indexed by different pointsa andb are both nonzero only in theβ–entry,
whereβ is the unique block containing both points, which gives

〈va, j ,vb,k〉= h(a)β , jh
(b)
β ,k, a 6= b. (12.16)

We have just proved the following result.

Theorem 12.4.(Steiner systems). For a(2,k,ν)–Steiner systemB, r = ν−1
k−1 , and

one can construct an equiangular tight frame(va, j) of n= ν(r + 1) vectors for a

space of dimension d= ν(ν−1)
k(k−1) , via (12.14). Moreover, the inner products (scaled to

have unit modulus) are given by (12.15) and (12.16).
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The frame(va, j) above is called aSteiner equiangular tight frame (constructed
from r–simplices). It is subsimplicial of dimensionr.

A natural choice for the Hadamard matricesH(a) in the construction above is the
Fourier matrix for an abelian group of orderr +1. In particular, ifp1, . . . , p j are the
prime factors ofr +1 andm := p1p2 · · · p j , then one can chooseH(a) to havem–th
roots of unity entries. The scaled inner products of the resulting Steiner equiangular
tight frame are thenm–th roots of unity and their negatives.

Example 12.20.(Real case) There exists a real Steiner equiangular tight frame if
and only if there is a real Hadamard matrix of sizer +1, e.g., whenr +1= 2 j .

Example 12.21.For the Steiner systemS(2,2,4) of our worked exampler = 3, and
H(a) can be chosen to be one of

(

1 1
1 −1

)

⊗
(

1 1
1 −1

)

=








1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1







,








1 1 1 1
1 i −1 −i

1 −1 1 −1
1 −i −1 i







.

The first choice gives a real Steiner equiangular tight frameof 16 vectors inR6, i.e.,

V =












1 −1 1 −1 1−1 1 −1 0 0 0 0 0 0 0 0
1 1 −1 −1 0 0 0 0 1−1 1 −1 0 0 0 0
1 −1 −1 1 0 0 0 0 0 0 0 0 1−1 1 −1
0 0 0 0 1 1 −1 −1 1 1 −1 −1 0 0 0 0
0 0 0 0 1−1 −1 1 0 0 0 0 1 1 −1 −1
0 0 0 0 0 0 0 0 1−1 −1 1 1−1 −1 1












.

Example 12.22.The collectionB of all 2-element subsets of{1, . . . ,ν}, ν ≥ 2, is
anS(2,2ν) Steiner system, withr +1= ν . The corresponding Steiner equiangular
tight frames haven= ν2 vectors in a space of dimensiond = 1

2ν(ν−1). Forν = 3,
taking the Fourier matrix gives

AT =






1 1 0
1 0 1
0 1 1




 , H(a)=






1 1 1
1 ω ω2

1 ω2 ω




 , −→ V =






1 ω ω2 1 ω ω2 0 0 0
1 ω2 ω 0 0 0 1 ω ω2

0 0 0 1ω2 ω 1 ω2 ω




 ,

whereω = e
2π i
3 .

Example 12.23.There are eight infinite families of Steiner equiangular tight frames
arising from known infinite families of Steiner systemsS(2,k,ν) (see [FMT12]).

We now use certain Steiner equiangular tight frames to obtain equiangular tight
frames with more vectors in a higher dimension.
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12.5 Tremain equiangular tight frames

Let (va, j) be the Steiner equiangular tight frame given by aSteiner triple systemB
on ν pointsV (blocks of size three) and Hadamard matricesH(a), a∈ V . We now
outline a construction of [Tre08] (see [FJMP16]) which gives an equiangular tight
frame of 1

2(ν +1)(ν +2) vectors for a space of dimension1
6(ν +2)(ν +3).

For the vectorsva, j ∈ Cβ , a∈ V , 1≤ j ≤ r +1, given by (12.14), let

ṽa, j := (va, j ,
√

2h(a)0, j ea,0) ∈ CB⊕CV ⊕C. (12.17)

For a (complex) Hadamard matrix

(

α1 α2 · · ·αν+1

w1 w2 · · ·wν+1

)

, α j ∈ C, w j ∈ Cν , let

w̃ℓ := (0,
1√
2

wℓ,

√

3
2

αℓ) ∈ CB⊕CV ⊕C. (12.18)

Since〈wℓ,wm〉=−αℓαm, ℓ 6= m, ‖wℓ‖2 = ν , the vectors(wℓ)1≤ℓ≤ν+1 are said to be
the vertices of aunimodular simplexin Cν with complement(α j).

Theorem 12.5.(Tremain frames) Let(va, j) be the Steiner equiangular tight frame
given by a Steiner triple systemB onν pointsV and Hadamard matrices H(a), and
(wℓ) be the vertices of a unimodular simplex forCν , with complement(αℓ). Define
ṽa, j andw̃ℓ by (12.17) and (12.18). Then

(ṽa, j)a∈V ,1≤ j≤r+1∪ (w̃ℓ)1≤ℓ≤ν+1 (12.19)

is an equiangular tight frame of12(ν +1)(ν +2) vectors forC
1
6 (ν+2)(ν+3), which is

subsimplicial of dimension r+2= 1
2(ν +3).

Proof. A calculation shows that the vectors are equiangular and tight, with angle
α = 1

r+2 (see Exer. 12.10). ⊓⊔
Subsimplicial equiangular tight frames of the form (12.19)are known asTremain

(equiangular tight) frames. Steiner triple systems onν points exist if and only if
ν ≡ 1,3 (mod 6), ν ≥ 3. Thus (since Hadamard matrices of all sizes exist), we have

There exists a Tremain equiangular tight frame of1
2(ν +1)(ν +2) vectors for

C
1
6 (ν+2)(ν+3) if and only if ν ≡ 1,3 (mod 6), ν ≥ 3.

Example 12.24.The construction gives a real equiangular tight frame provided there
exists a real Hadamard matrix of sizer+1= 1

2(ν +1) (and hence one of sizeν +1).
Thus there is a Tremain equiangular tight frame of1

2(ν + 1)(ν + 2) vectors for

R
1
6 (ν+2)(ν+3) if and only if there is a real Hadamard matrix of size1

2(ν +1), where
1
2(ν +1)≡ 1,2 (mod 3), e.g., there are 820 equiangular lines inR287 (ν = 39).
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12.6 Equiangular frames and their signature matrices

Since frames are determined up to unitary equivalence by their Gramian matrices,
the Gramian of an equiangular frameΦ with C> 0 has the form

Q=











1 Cz12 Cz13 · · · Cz1n

Cz12 1 Cz23 · · · Cz2n

Cz13 Cz23 1
...

...
.. .

Cz1n Cz2n 1











= I +CΣ , |zjk|= 1.

We call anyn×n Hermitian matrixΣ of the above form, i.e., with zero diagonal
and off diagonal entries of modulus 1 asignature matrix. Since signature matrices
are nonzero Hermitian matrices with zero trace, they have atleast two eigenvalues:
one negative and one positive. LetF stand forR or C. Then×n signature matrices
with entries fromF are in 1–1 correspondence with the equiangular frames ofn
vectors (which are not orthogonal bases).

Theorem 12.6.(Signature matrices) LetΣ be an n× n signature matrix (overF),
with smallest eigenvalue−λ of multiplicity n−d, d≥ 1, then

Q := I +
1
λ

Σ =
1
λ
(Σ − (−λ )I), r > 0

is the Gramian matrix of an equiangular frame of n vectors forFd, and every
Gramian of an equiangular frame of n> d vectors forFd can be constructed in
this way. Further, the frame is tight if and only ifΣ has (exactly) two eigenvalues
λ1,λ2, in which case

λ1 =−λ =−
√

d(n−1)
n−d

, λ2 =

√

(n−d)(n−1)
d

. (12.20)

Proof. By construction, the matrixQ is positive semidefinite of rankd > 0, and so
has a positive square rootB= Q

1
2 . SinceQ= B2 = B∗B, Q is the Gramian matrix of

the frame given by the columns ofB (which span ad–dimensional subspace).
Conversely, a frame ofn > d vectors is tight if only if its Gramian has a zero

eigenvalue of multiplicityn−d and exactly one nonzero eigenvalue (see Exer. 2.17).
Hence an equiangular frame( f j) of n> d vectors for ad–dimensional space is tight
if and only if its signature matrix has exactly two eigenvalues. Moreover, by Exercise
2.16, we have

1= 〈 f j , f j〉=
dA
n
, ∀ j,

1
λ

= |〈 f j , fk〉|=
A
n

√

d(n−d)
n−1

, j 6= k,

which gives the formula forλ = −λ1. Since trace(Σ) = (n−d)λ1+dλ2 = 0, we
have
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λ2 =−
n−d

d
λ1 =

√

(n−d)(n−1)
d

.

Thus we have (12.20). ⊓⊔
Theorem 12.6 gives rise to a system of1

2n(n− 1) equations in the1
2n(n− 1)

entries ofΣ (see [BP05]).

Corollary 12.1. Let(zjk)1≤ j<k≤n be scalars of modulus1, then the signature matrix

Σ =











0 z12 z13 · · · z1n

z12 0 z23 · · · z2n

z13 z23 0
...

...
. ..

z1n z2n 0











gives an equiangular tight frame of n> d vectors forFd if and only if

Σ2− (λ1+λ2)Σ − (n−1)I = 0, λ1+λ2 := (n−2d)

√

n−1
d(n−d)

, (12.21)

which is equivalent to

(n−2d)

√

n−1
d(n−d)

zjk =
j−1

∑
ℓ=1

zℓ jzℓk+
k−1

∑
ℓ= j+1

zjℓzℓk+
n

∑
ℓ=k+1

zjℓzkℓ, 1≤ j < k≤ n.

(12.22)

Proof. The signature matrix has two eigenvaluesλ1 =−λ (with multiplicity n−d)
andλ2 if and only if it satisfies the minimal polynomial

Σ2− (λ1+λ2)Σ +λ1λ2I = 0, (12.23)

whereλ1λ2 = n−1. From the entries of the matrix equation (12.23), we therefore
obtain n2 equations in thezjk, with real coefficients depending only onn and d.
Those from the diagonal entries hold automatically, and since the( j,k) and(k, j)
entries are complex conjugates, we obtain the equivalent system

(λ1+λ2)zjk = (Σ2) jk, 1≤ j < k≤ n,

which can be written as (12.22). ⊓⊔

Example 12.25.For n = 4, d = 2, (12.22) gives 6 equations. Letz12 = a, z13 = b,
z14 = c. Then the( j,k) = (1,2) and(1,3) equations are

z13z23+z14z24 = 0, z13z23+z14z34 = 0 =⇒ z24 =−bcz23, z34 =−acz23.

Making the above substitutions forz24 andz34 reduces the other 4 equations to one
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(abz23)
2 =−1 =⇒ z23 =±iab.

Hence there is a three parameter family of unitarily inequivalent equiangular tight
frames of four vectors forC2 given by the signature matrices

Σ =








0 a b c

a 0 ±iab∓iac

b ∓iab 0 ±ibc

c ±iac ∓ibc 0







, |a|= |b|= |c|= 1. (12.24)

If an n× n signature matrixΣ satisfiesΣ2 = µΣ + τI for someµ ,τ, thenµ is
real andτ = n−1 (by considering entries), so thatΣ has two eigenvalues with sum
µ . Therefore, Corollary 12.1 can be stated in the following convenient form.

Theorem 12.7.(Characterisation) LetΣ be an n× n signature matrix. Then the
following are equivalent

1. Σ is the signature matrix of an equiangular tight frame forCd.
2. Σ2 = (n−1)I +µΣ for some necessarily realµ .
3. Σ has exactly two eigenvalues (with sumµ).

Further, when these hold, we have

d =
n
2
− nµ

2
√

4(n−1)+µ2
. (12.25)

Proof. Solving

µ2 = (n−2d)2 n−1
d(n−d)

for d gives

d =
n
2
± nµ

2
√

4(n−1)+µ2
.

Substituting this formula ford back into

µ = (n−2d)

√

n−1
d(n−d)

,

shows that the− choice must be made. ⊓⊔

Example 12.26.(Hermitian complex Hadamard matrices) Ifµ = λ1+λ2 = −2, so
thatΣ2+2Σ = (n−1)I , thenΣ + I is a Hermitian complex Hadamard matrix, via
the calculation

(Σ + I)(Σ + I)∗ = (Σ + I)2 = Σ2+2Σ + I = (n−1)I + I = nI.

This example generalises to a correspondence between the signature matrices
with |µ | ≤ 2 and the complex Hadamard matrices with constant diagonal [Sz̈o13].
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Corollary 12.2. (Complex Hadamard matrices) LetΣ be an n×n signature matrix.
Then the following are equivalent

1. Σ gives an equiangular tight frame forCd, wheren
2−

√
n

2 ≤ d≤ n
2 +

√
n

2 .
2. Σ2 = (n−1)I +µΣ , where−2≤ µ ≤ 2.
3. Σ +ζ I is a complex Hadamard matrix forζ = 1

2(−µ±
√

4−|µ |2i).

Proof. The equivalence of the first two follows from the observationthat

µ2 = (n−2d)2 n−1
d(n−d)

≤ 4 ⇐⇒
(

d− n
2

)2
≤ n

4
.

(2=⇒ 3) Suppose that 2 holds, thenζ = 1
2(−µ±

√

4−|µ |2i) is a unit modulus

complex number, withζ +ζ =−µ , and

(Σ +ζ I)∗(Σ +ζ I) = (Σ +ζ I)(Σ +ζ I) = Σ2+(ζ +ζ )Σ + I

= ((n−1)I +µΣ)−µΣ + I = nI,

i.e.,Σ +ζ I is a complex Hadamard matrix.
(3=⇒ 2) Suppose that 3 holds, thenζ = 1

2(−µ±
√

4−|µ |2i) has unit modulus,

and−2≤ µ =−(ζ +ζ ) = 2ℜ(−ζ )≤ 2, which gives

Σ2 = (Σ +ζ I)∗(Σ +ζ I)− (ζ +ζ )Σ − I = nI+µΣ − I = (n−1)I +µΣ .

⊓⊔

Example 12.27.For a SIC, i.e.,d2 equiangular lines inCd, the signature matrix
satisfiesΣ2 = I whend = 2 (µ = 0), andΣ2 = 2I +2Σ whend = 3 (µ = 2).

Example 12.28.Let Σ be the signature matrix for the equiangular harmonic frame
of 7 vectors forC3 given by the cyclic difference setJ = {1,2,4}. Hereµ = 1√

2
,

and we obtain the constant diagonal Hadamard matrix

Σ +ζ I =















ζ ζ ζ ζ ζ ζ ζ
ζ ζ ζ ζ ζ ζ ζ
ζ ζ ζ ζ ζ ζ ζ
ζ ζ ζ ζ ζ ζ ζ
ζ ζ ζ ζ ζ ζ ζ
ζ ζ ζ ζ ζ ζ ζ
ζ ζ ζ ζ ζ ζ ζ















, ζ :=− 1

2
√

2
+

√
7

2
√

2
i,

whereζ = 1√
2
(ω +ω2+ω4), ω = e

2π i
7 .

For V a complex Hadamard matrix, we now define a variant of the Kronecker
product ofV andV∗ which yields Hadamard matrices with constant diagonal.
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Theorem 12.8.Let V = [v1, . . . ,vm] be a complex Hadamard matrix of order m.
Then

K =







v1v∗1 · · · vmv∗1
...

...

v1v∗m · · · vmv∗m







(12.26)

is a Hermitian complex Hadamard matrix of order m2, with1’s on its diagonal. Thus
Σ = ±(K− I) is the signature matrix of equiangular tight frame of n= m2 vectors
for Cd, where d= 1

2m(m±1).

Proof. By constructionK is Hermitian with entries of unit modulus, and 1’s on its
diagonal. The( j,k)–block ofK2 is

∑
ℓ

vℓv
∗
j vkv

∗
ℓ = (v∗j vk)∑

ℓ

vℓv
∗
ℓ = (v∗j vk)VV∗ = (v∗j vk)mI =

{

m2I , j = k;

0, j 6= k

i.e., K = Σ + I is a complex Hadamard matrix. Corollary 12.2 implies thatΣ is
the signature matrix of an equiangular tight frame ofn= m2 vectors forCd, where
µ =−2, and, by (12.25),

d =
n
2
− nµ

2
√

4(n−1)+µ2
=

n
2
+

√
n

2
=

1
2

m(m+1).

The complementary equiangular tight frame ford = m2− 1
2m(m+1) = 1

2m(m−1)
dimensions has signature matrix−(K− I). ⊓⊔

Example 12.29.(Cube root signature matrices) TakingV to be the 3×3 Hadamard
matrix given by the Fourier matrix gives

V =






1 1 1
1 ω ω2

1 ω2 ω




 , ω = e

2π i
3 −→ K =



















1 1 1 1 1 1 1 1 1
1 1 1 ω ω ω ω2 ω2 ω2

1 1 1 ω2 ω2 ω2 ω ω ω
1 ω2 ω 1 ω ω2 1 ω ω2

1 ω2 ω ω2 1 ω ω ω2 1
1 ω2 ω ω ω2 1 ω2 1 ω
1 ω ω2 1 ω2 ω 1 ω2 ω
1 ω ω2 ω2 ω 1 ω 1 ω2

1 ω ω2 ω 1 ω2 ω2 ω 1



















with K− I the signature matrix for an equiangular tight frame of 9 vectors inC6,
and−K+ I the signature matrix for an equiangular tight frame of 9 vectors inC3.
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12.7 The reduced signature matrix and projective unitary
equivalence

Recall from§2.3 (and§8.1) that framesΨ areΦ are projectively unitarily equivalent
if and only if their Gramians satisfy

Gram(Ψ) = Λ ∗Gram(Φ)Λ , Λ = diag(α j),

where|α j |= 1,∀ j. For equiangular frames, this condition can be expressed interms
of the signature matrices

ΣΨ = Λ ∗ΣΦΛ .

Hence every equiangular frame is projectively unitarily equivalent to one with a
signature matrix of the form

ΛΣΛ ∗ =

(

0 1∗

1 Σ̂

)

, Λ := diag(1,z12,z13, . . . ,z1n), 1 := (1,1, . . . ,1)∗.

(12.27)
We will call the above matrix̂Σ the reduced signature matrix of the equiangular
frame (and its projective unitary equivalence class).

An equiangular frame is uniquely determined by its reduced signature matrix.

Theorem 12.9.(Triple products) An equiangular frame is uniquely determined up
to projective unitary equivalence by its reduced signaturematrix.

Proof. Each equiangular frameΦ has a reduced signature matrixΣ̂ . The matrix

Σ :=

(

0 1∗

1 Σ̂

)

is the signature matrix of an equiangular frameΨ which is projectively unitarily
equivalent toΦ . It therefore suffices to show that the entries of the aboveΣ are
projectively unitarily invariant. Without loss of generality, assume thatΦ = (v j) has
be scaled so that〈v j ,vk〉= Σk j. Then

〈v1,v j〉= 1, ∀ j.

Thus the(k, j)–entry ofΣ can be written as

〈v j ,vk〉= 〈v1,v j〉〈v j ,vk〉〈vk,v1〉.

Clearly, the “triple products” on the right hand side dependonly on(v j) up to pro-
jective unitary equivalence (see§for the general theory). ⊓⊔
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Example 12.30.The reduced signature matrix for theΣ of (12.24) is

Σ̂ =






0 ±i ∓i

∓i 0 ±i

±i ∓i 0




 . (12.28)

Thus there are justtwoequiangular tight frames of four vectors inC2 up to projective
unitary equivalence (and reordering). Moreover, these canbe obtained from each
other by taking the entrywise complex conjugate of the reduced signature matrix.

Example 12.31.The complement of atight equiangular frame is a tight equiangular
frame. If its signature and reduced signature matrices areΣ andΣ̂ , then those of the
complementary equiangular tight frame are−Σ and−Σ̂ .

By Theorem 12.6, the construction of equiangular frames with large numbers of
vectors (compared to the dimension) is equivalent to findingsignature matricesΣ
whose smallest eigenvalue has a large multiplicity. We now seek to translate this to
the reduced signature matrix̂Σ .

Proposition 12.2.(Spectral structure of̂Σ ) Let Σ̂ be the reduced signature matrix
of a Σ satisfying (12.27), and v be aλ–eigenvector of̂Σ . Then

• (0,v) is a λ–eigenvector ofΛΣΛ ∗ if and only if v⊥ 1.
• (a,1) is an eigenvector ofΛΣΛ ∗ if and only if1 is a β–eigenvector of̂Σ and

a=
1
2

(

−β ±
√

β 2+4(n−1)
)

. (12.29)

Proof. The first follows since
(

0 1∗

1 Σ̂

)(

0
v

)

=

(

1∗v
Σ̂v

)

=

(

1∗v
λv

)

.

For the second, observe that
(

0 1∗

1 Σ̂

)(

a

1

)

=

(

1∗1
a1+ Σ̂1

)

=

(

n−1
a1+ Σ̂1

)

.

Thus(a,1) can be can be an eigenvector only ifa1+ Σ̂1 is a multiple of1, i.e.,1 is
a β–eigenvector of̂Σ . In this case,(a,1) is aα–eigenvector if and only if

αa= n−1, (a+β ) = α,

which gives (12.29), whereα = a+β . ⊓⊔
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Since the eigenspaces of the Hermitian matrixΣ̂ are orthogonal, we obtain a
correspondence between the eigenstructures ofΣ andΣ̂ when1 is aµ–eigenvector
of Σ̂ .

Example 12.32.The reduced signature matrix̂Σ of (12.28) has eigenvector1 for
eigenvalueβ = 0, and the other eigenvalues are±

√
3. Thus the eigenvalues of any

Σ (of sizen= 4) with this reduced signature matrix are

α = a+β =
1
2

(

β ±
√

β 2+4(n−1)
)

=±
√

3,

together with±
√

3 (which happen to be the same).

The factorisation (12.27) allows the number of variables in(12.22) to be reduced
by n−1 to 1

2(n−1)(n−2). We now express these equations in terms of the reduced
signature matrixΣ̂ , and show that1 must be an eigenvector ofΣ̂ .

Proposition 12.3.There exists an equiangular tight frame of n> d vectors forFd

with reduced signature matrix̂Σ if and only if

(λ1+λ2)Σ̂ = Σ̂2+J− (n−1)I , λ1+λ2 := (n−2d)

√

n−1
d(n−d)

, J := 11∗,

and1 is an eigenvector of̂Σ for the eigenvalueλ1+λ2.

Proof. SubstituteΣ =

(

0 1∗

1 Σ̂

)

into (12.23)

(

n−1 1∗Σ̂
Σ̂1 J+ Σ̂2

)

− (λ1+λ2)

(

0 1∗

1 Σ̂

)

− (n−1)

(

1 0
0 I

)

= 0,

and equate the blocks. ⊓⊔

Example 12.33.(The simplex) Up to projective unitary equivalence and reordering,
there is a unique equiangular tight frame ofn= d+1 vectors forRd or Cd, which
is given by the vertices of the regular simplex. Forn = d+ 1, thed× d reduced
signature matrix̂Σ has1 as an eigenvector forλ1+λ2 =−(d−1), and so all its off
diagonal entries must be−1. In particular, there is a unique equiangular tight frame
of three vectors inC2, which is a real frame (the Mercedes–Benz frame).

In summary:

Each equiangular frame is uniquely determined up to unitaryequivalence by
its signature matrix, and it is uniquely determined up to projective unitary
equivalence by its reduced signature matrix.
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12.8 The relative bound on the number of real equiangular lines

Equiangular lines inRd are given by a set of unit vectors{ f j} with

|〈 f j , f j〉|= α = cosθ , j 6= k.

The variational characterisation of tight frames (see Theorem 6.1) immediately
gives the following estimate on the maximum number of equiangular lines.

Theorem 12.10.(Relative bound) Suppose that{ f j} gives n equiangular lines in
Rd with angleα = cosθ . If α < 1/

√
d, then

n≤ d−dα2

1−dα2 , (12.30)

with equality if and only if{ f j} is a tight frame forRd.

Proof. By the variational characterisation, we have

∑
j
∑
k

|〈 f j , fk〉|2 = n+(n2−n)α2≥ 1
d

n2 =
1
d

(

∑
j
‖ f j‖2

)2
,

with equality if and only if{ f j} is a tight frame. The above inequality is equivalent
to

n(
1
d
−α2)≤ 1−α2.

Hence ifα < 1/
√

d, then we can divide (without changing the sign) to obtain the
result. ⊓⊔

Example 12.34.The isogonal vectors of Example 3.9 gived equiangular lines inRd

with 1√
d
≤ α < 1.

We observe that the relative bound is not a generalisation ofthe absolute bound
(Theorem 12.2). Indeed, it also holds (by the proof) for complex equiangular lines.

In the algebraic graph theory literature (12.30) is called therelative bound, and
the tight frame condition is usually stated as the orthogonal projectionsPj := f j f ∗j
satisfy

n

∑
j=1

Pj =
n
d

I .

Thus tightness (equality) in (12.30) occurs if and only the frame{ f j} is tight.

We say that a set of equiangular lines inRd is tight if the vectors defining
them are a tight frame, equivalently, there is equality in the relative bound.

The relative bound is very useful when used in conjunction with the following.
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Theorem 12.11.Suppose there are n equiangular lines inRd with angleα = cosθ .
If n > 2d, then1/α is an odd integer.

Proof. Let Q= I +αΣ be the Gramian ofn unit vectors giving the equiangular lines
in Rd. Since these vectors span a subspace of dimensiond′ ≤ d, by Theorem 12.6,
the signature matrix

Σ =
1
α
(
Q− I

)

has smallest eigenvalue−1/α, with multiplicity m= n−d′ ≥ n−d. SinceΣ is an
integer matrix, its eigenvalues are algebraic integers. The eigenvalue−1/α must
be rational, and hence is an integer. Otherwise, the conjugate of−1/α would be
a second eigenvalue with multiplicitym, son≥ 2m≥ 2(n−d), which contradicts
n> 2d.

To see 1/α is odd, consider the integer matrix

B=
1
2

(
Σ +11∗+ I

)
.

SinceΣ has a−1/α eigenspace of dimensionm≥ n−d> 2d−d≥ 1 and11∗ has a
0 eigenspace of dimensionn−1, the matrixB has aβ = 1

2

(
− 1

α +0+1
)

eigenvalue.
Sinceβ is a rational algebraic integer, it is an integer, and so 1/α = −2β + 1 is
odd. ⊓⊔

Unlike the relative bound, Theorem 12.11 does not hold for complex equiangular
lines inCd, e.g., forn= d2 such lines 1/α =

√
d+1.

Example 12.35.If the absolute and relative bounds hold forn> 2d, then

d =
( 1

α
)2−2, where 1

α is an odd integer,

i.e.,d = 7,23,47,79, . . .. Thus the absolute bound (Theorem 12.2) for the maximal
number of equiangular lines inRd can only hold whend= 2,3 ord+2 is the square
of an odd integer.

The maximum sizeM(d) of a set ofn real equiangular lines inRd has been
investigated since [Haa48] showed thatM(2) = 3 (the Mercedes–Benz frame) and
M(3) = 6 (lines through the opposite vertices of an icosahedron). As of [BY14],
[GKMS16], the best estimates ofM(d), d≤ 47 are given in Table 12.3.

We observe (see Example 12.41) that the first instance whereM(d) is known to
be not attained by a tight frame (in a possibly lower dimension) isd = 16.

A nontight set of29(d+1)2 equiangular lines forCd was constructed by de Caen
[dC00] for d = 3

24t − 1, t ≥ 1. By using the existence of a set ofd
2 + 1 mutually

unbiased bases inRd for d= 4t , t ≥ 1, [GKMS16] adapted this example to construct
nontight equiangular lines inCd giving the following lower bound

M(d)≥ 32d2+328d+296
1089

>
(d+2)2

72
.
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Table 12.3: The maximum numberM(d) of equiangular lines inRd, d≤ 47. The last column gives
the number of vectors in tight frame inRd given by a strongly regular graph (see§12.10). When
the existence of the graph (and hence the equiangular lines) isstill unknown, then it is in grey.

d M(d) 1
α tight

2 3 2 3

3 6
√

5 6

4 6
√

5,3

5 10 3 10

6 16 3 16

7−13 28 3 28

14 28−29 3,5

15 36 5 36

16 40−41 5

17 48−50 5

18 54−60 5

d M(d) 1
α tight

19 72−75 5

20 90−95 5

21 126 5 126

22 176 5 176

23−41 276 5 276

42 276−288 5,7 288

43 344 7 344

44 344−422 7

45 344−540 7 540

46 344−736 7 736

47 344−1127 7

12.9 The connection with algebraic graph theory

The Seidel matrix Σ = Seid(Γ ) of a graphΓ with n vertices is then× n matrix
with a−1 in the( j,k)–entry if the j andk vertices are adjacent (connected by an
edge), a 1 if they are nonadjacent, and 0 diagonal entries. Clearly, Seidel matrices
are signature matrices overR, and vice versa.

For F = R, there arefinitely many possiblen×n signature matrices, and hence
finitely many real equiangular frames ofn vectors, each in 1–1 correspondence with
a graph onn vertices, namely the graph whose Seidel matrix is its signature matrix.
This correspondence between vectors defining a set of real equiangular lines and a
graph goes back to the foundation of algebraic graph theory (see [GR01]).

The set ofn vectors{ f j} defining a set of equiangular lines inRd can each
be multiplied byσ j = ±1 to obtain a set defining thesameequiangular lines, but
possibly withdifferentGramian matrices

Gram({σ j f j}) = Λ Gram({ f j})Λ , Λ := diag(σ1, . . . ,σn), (12.31)

and hence possiblydifferentcorresponding graphs. Any two graphs related in this
way (for some ordering of their points) are said to beswitching equivalent (by
switching on the vertices{ j : σ j =−1}). This is an equivalence relation. Switching
on a vertex j of a graph entails changing all edges fromj to nonedges, and all
nonedges fromj to edges. The set of all graphs switching equivalent toΓ is called
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the switching class2 of Γ In view of (12.31), Seid({σ j f j}) = Λ−1Seid({ f j})Λ ,
and so the eigenvalues of the Seidel matrices of any two switching equivalent graphs
are the same (reindexing a set of vectors does not change the eigenvalues of their
Gramian). The eigenvalues of the Seidel matrix are called the Seidel spectrumof
the graph (or its switching class).

Each real equiangular frame which is not a basis is uniquely determined up to
projective unitary equivalence and reordering by a switching class of graphs
(the one containing a graph whose Seidel matrix is its signature matrix). It is
tight if and only if its Seidel matrix has exactly two eigenvalues.

Example 12.36.(The simplex) LetΓ be the complete graphKn on n≥ 2 vertices.
Then its Seidel matrixΣ hastwoeigenvalues:−(n−1) of multiplicity 1, and 1. The
corresponding tight frame ofn vectors inRn−1 (cf. Example 12.33) is the vertices
of a regular simplex. Similarly, its complement, the empty graph onn vertices, gives
the equiangular tight frame forR1 consisting of a nonzero vector repeatedn times.
By switching on a vertex ofKn on obtains the graph consisting of a point together
with Kn−1 For n = 3, Γ is the 3–cycle (see Figure 12.1). Its Seidel matrixS, and
those obtained by switching on the first, second and third vertices are

S=








0 −1 −1

−1 0 −1

−1 −1 0







,








0 1 1

1 0 −1

1 −1 0







,








0 1−1

1 0 1

−1 1 0







,








0 −1 1

−1 0 1

1 1 0







.

Fig. 12.1: The graphs in the switching class of the complete graph K3, and the corresponding
equiangular (tight) frames of three vectors inR2.

Example 12.37.For n= 4 the eleven graphs lie in three switching classes. The one
containing the complete graph gives the vertices of the regular tetrahedron, the one
containing the empty graph gives equiangular lines inR1. The third switching class,
which contains thepath graph, gives four lines at an angle of cos−1( 1√

5
) ≈ 63.4◦,

which we recognise as diagonals of the regular icosahedron (see Example 12.44).

2 Theswitching classis also known as atwo–graph.
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12.10 Real equiangular tight frames and strongly regular graphs

Let Σ be the Seidel matrix of a graphΓ , and Σ̂ given by (12.27) be itsreduced
Seidel matrix. The condition thatΣ have two eigenvalues, and hence give a real
equiangular tight frame, is most easily expressed in terms of the graph with Seidel
matrix Σ̂ (which can depend on the ordering of the points ofΓ ). This graph must be
strongly regular, with particular parameters (Theorem 12.12).

A regular graph of degreek with ν vertices is said to bestrongly regular, or a
srg(ν ,k,λ ,µ), if there are integersλ andµ such that

• Every two adjacent vertices haveλ common neighbours.
• Every two non-adjacent vertices haveµ common neighbours.

The adjacency matrixA= Adj(Γ ) (which has a 1 for adjacency, and a 0 otherwise)
of a strongly regular graphΓ which is not complete or empty is characterised by

AJ= kJ, A2+(µ−λ )A+(µ−k)I = µJ, (12.32)

whereJ = Jν is theν×ν matrix of all 1’s andI = Iν is the identity.
The eigenvalues of the adjacency matrixA are

θ =
λ −µ +

√
∆

2
, τ =

λ −µ−
√

∆
2

, ∆ := (λ −µ)2+4(k−µ), (12.33)

with multiplicities

mθ =
1
2

(

ν−1− 2k+(ν−1)(λ −µ)√
∆

)

, mτ =
1
2

(

ν−1+
2k+(ν−1)(λ −µ)√

∆

)

,

(12.34)
and k with eigenvector1 (see [GR01]). Since the trace ofA is zero, its smallest
eigenvalue isτ < 0. We note that the adjacency and Seidel matricesA = Adj(Γ )
andΣ = Seid(Γ ) of a graphΓ are related byA= 1

2(J− I−Σ), Σ = J− I−2A. The
spectral structure of one can be deduced from the other whenΓ is k–regular, i.e.,
1= (1, . . . ,1) is an eigenvector ofA for eigenvaluek (cf. Proposition 12.2).

Theorem 12.12.Let Σ be the Seidel matrix of a graphΓ on n vertices which is not
switching equivalent to the complete or empty graph, andΣ̂ be given by (12.27).
ThenΣ has two eigenvalues (and so corresponds with an equiangulartight frame of
n> d+1 vectors forRd) if and only if Σ̂ is the Seidel matrix of a strongly regular
graphΓ̂ of the type

srg(n−1,k,λ ,µ), λ =
3k−n

2
, µ =

k
2
. (12.35)

The n, k, d above are related as follows

d=
1
2

n− 1
2

n(n−2k−2)
√

(n−2k)2+8k
> 1, k=

1
2

n−1+
(
1− n

2d

)
√

d(n−1)
n−d

. (12.36)
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Proof. By Proposition 12.3,Σ has two eigenvalues (i.e., gives rise to an equiangular
tight frame forRd), if and only if1 is an eigenvector of̂Σ for the eigenvalueλ1+λ2,
and

(λ1+λ2)Σ̂ = Σ̂2+J− (n−1)I , J := 11∗. (12.37)

Thus 1 is an eigenvector of the adjacency matrixA = 1
2(J− I − Σ̂) of Γ̂ for the

eigenvalue

k=
(n−1)−1− (λ1+λ2)

2
=

1
2

n−1+
(
1− n

2d

)
√

d(n−1)
n−d

, (12.38)

with k a positive integer (since the nonzero entries ofA are 1). HencêΓ is a regular
graph of degreek, which is not the complete or empty graph (by our assumption).
UsingΣ̂ = J− I −2A, AJ= JA= kJ and (12.38), we can rewrite (12.37) as

A2+(
n
2
−k)A− k

2
I = A2+(

k
2
− 3k−n

2
)A+(

k
2
−k)I =

k
2

J,

which is equivalent tôΓ being a srg(n−1,k,λ ,µ), λ = 1
2(3k−n), µ = k

2.
Finally, solving (12.38) ford gives

d =
1
2

n± 1
2

n(n−2k−2)
√

(n−2k)2+8k
,

with the choice of sign determined by the multiplicities of the eigenvalues ofΣ .
More precisely,d is the multiplicity of the largest eigenvalue ofΣ , which by Propo-
sition 12.2 andA= 1

2(J− I− Σ̂) is 1 plus the multiplicity of the smallest eigenvalue
of A, i.e.,

1+
1
2

(

n−2+
2k+(n−2)(1

2(2k−n))
√

1
4(2k−n)2+41

2k

)

,

which simplifies to the formula ford in (12.36). ⊓⊔
The linear equations of (12.35) can be solved forn andk, giving

n=−2λ +6µ , k= 2µ .

In this way, the equiangular tight frames be indexed by the pair of integers(λ ,µ).

Example 12.38.(Complements) Let̂Σ be the reduced signature matrix of an equian-
gular tight frame ofn> d+1 vectors forRd, which corresponds to a strongly regu-
lar graph with the parameters (12.35). The complementary equiangular tight frame
of n vectors forRn−d has reduced signature matrix−Σ̂ (see Exer. 12.14), and so
corresponds to the complementary strongly regular graph, which has the parameters

srg(n−1,n−k−2,
2n−3k−6

2
,
n−k−2

2
).

wherek is given by (12.36).
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By Theorem 12.12, the existence and construction of equiangular tight frames in
Rd can be expressed in terms of strongly regular graphs with certain parameters.

Strongly regular graphs which are the unionm complete graphs onw vertices,
and their complements, are consideredboring. The strongly regular graphs which
are not boring are said to beprimitive . These graphs have parameters

srg(mw,w−1,w−2,0), srg(mw,(m−1)w,(m−2)w,(m−1)w),

and so give rise to equiangular tight frames (as above) if andonly if m= w= 1.

Corollary 12.3. There exists an equiangular tight frame of n> d+1 vectors forRd

if and only if there exists a strongly regular grapĥΓ , with Seidel matrixΣ̂ , of the
type

srg(n−1,k,
3k−n

2
,
k
2
), k :=

1
2

n−1+
(
1− n

2d

)
√

d(n−1)
n−d

.

Moreover, all graphsΓ giving an equiangular tight frame of n> d+1 vectors for
Rd have Seidel matrices of the form

P−1Λ−1




0 1∗

1 Σ̂



ΛP, Λ = diag(σ1, . . . ,σn), σ j =±1, (12.39)

where P is a permutation matrix and̂Σ is as above. In particular, we can takeΓ to
beΓ̂ together with an isolated point.

Example 12.39.The switching class of the graphΓ obtained by adding an isolated
point to the unique srg(5,2,0,1), i.e., the 5–cycle, is given in the Figure 12.2. The
corresponding tight frame ofn= 6 vectors forR3 consists of vectors which are on
the six diagonals of the regular icosahedron.

Fig. 12.2: The switching class of the graphΓ consisting of a 5–cycle and an isolated point.

We observe that graphΓ consisting of a strongly regular grapĥΓ together with
an isolated point is switching equivalent toΓ̂ together with a point which is adjacent
to all points ofΓ̂ .
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The switching class of a graphΓ giving an equiangular tight frame ofn vectors is
called aregular two–graph. It may contain graphs consisting of anisolated point
(one with no neighbours) together various nonisomorphic strongly regular graphs
on n− 1 points (calledneighbourhoods). This is sometimes used as a method to
construct strongly regular graphs. Thus reordering the vectors of an equiangular
tight frame may yield a reduced signature matrix for a different strongly regular
graph (with the same parameters).

Since the unique equiangular tight frame ofn= d+1 vectors inRd (the vertices
of the simplex) is given by the boring strongly regular graph

Γ̂ = Kn−1 = srg(n−1,n−2,n−3,0) (the complete graph),

we can summarise our results as follows.

Up to projective unitary equivalence and reordering, each equiangular tight
frame (which isn’t an orthonormal basis) corresponds to a collection of
strongly regular graphs. These strongly regular graphs have the property that
the graphs obtained by adding an isolated point are switching equivalent.

A list of the known real equiangular tight frames (ford ≤ 50) obtained by this
correspondence is given in Table 12.5.

The construction of Theorem 12.12 also givesnontightequiangular frames.

Corollary 12.4. Let Σ̂ be the Seidel matrix of a strongly regular graphΓ̂ of the type

srg(n−1,k,λ ,µ), λ 6= 3k−n
2

. (12.40)

Then there exists a nontight equiangular tight frame of n> d+1 vectors forRd with
reduced signature matrix̂Σ if and only if

−1−λ +µ−
√

∆ <
1
2

(
n−2−2k−

√

(n−2−2k)2+4(n−1)
)
,

where∆ := (λ −µ)2+4(k−µ), and

d =
1
2

(

n+2+
2k+(n−2)(λ −µ)√

∆

)

.

Proof. Let ν = n−1, then by (12.33), (12.34) and Proposition 12.2, the eigenvalues
of Σ are−1−2θ =−1−λ +µ−

√
∆ ,−1−2τ =−1−λ +µ +

√
∆ , and

β +
1
2

(
−β ±

√

β 2+4(n−1)
)
, β := n−2−2k= ν−1−2k,

with multiplicitiesmθ ,mτ ,1,1.
The condition for−1−2θ to be the smallest eigenvalue is
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−1−2θ =−1−λ +µ−
√

∆ ≤ 1
2

(
β −

√

β 2+4(n−1)
)
.

If there is equality, then the frame is tight, and if the inequality doesn’t hold, then
Σ has rankn−1, and so corresponds to then= d+1 vertices of the simplex. For
strict inequalityn−d = mθ , which completes the proof. ⊓⊔

Table 12.4: Selected examples of nontight equiangular framesof n> d+1 vectors forRd given by
Corollary 12.4, including the Seidel spectrum ofΣ .

n d srg parameterseigenvalues multiplicities

11 6 (10,3,0,1) −3,3,−2,5 5,4,1,1

17 7 (16,5,0,2) −3,5, 1
2(1±

√
89) 10,5,1,1

17 11 (16,6,2,2) −5,31
2(3±

√
73) 6,9,1,1

27 14 (26,10,3,4) −5,5, 1
2(5±

√
129) 13,12,1,1

37 14 (36,14,4,6) −5,7, 1
2(7±

√
193) 21,14,1,1

41 17 (40,12,2,4) −5,7, 1
2(15±

√
385) 24,15,1,1

65 20 (64,18,2,6) −5,11, 1
2(27±

√
985) 45,18,1,1

12.11 Conditions for the existence of real equiangular tight
frames

For tight real equiangular lines, we refine the absolute bound and Theorem 12.11.

Theorem 12.13.Suppose d> 1. Then a necessary condition for an equiangular
tight frame of n> d+1 vectors forRd to exist is that n be even, and

n≤min{1
2

d(d+1),
1
2
(n−d)(n−d+1)}, (12.41)

or, equivalently,

d+2<
2d+1+

√
8d+1

2
≤ n≤ 1

2
d(d+1). (12.42)

Moreover, for n6= 2d, one must have

• The eigenvaluesλ1 = −
√

d(n−1)
n−d , λ2 =

√
(n−d)(n−1)

d of the signature matrixΣ
are odd integers.

• n−1 is odd, but not a prime.

• 1
4

n2(n−1)
d(n−d) and 1

4
(n−2d)2(n−1)

d(n−d) are perfect squares.
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Proof. Since the complement of an equiangular tight frame ofn vectors forRd is
one forRn−d, from the bound (12.5) of Theorem 12.2, we get (12.41). Now

n≤ 1
2
(n−d)(n−d+1) ⇐⇒ f (n) := n2− (2d+1)n+d2−d≥ 0.

The quadraticf is non-negative if and only ifn is less than its smallest root or
greater than its largest, i.e.,

n≤ d+
1
2
− 1

2

√
8d+1< d, n≥ d+

1
2
+

1
2

√
8d+1,

which gives (12.42).
The eigenvaluesλ1,λ2 of Σ are given by (12.20), and are real algebraic integers

with multiplicitiesn−d,d≥ 2. By Theorem 12.12, Proposition 12.2 and the spectral
structure of strongly regular graphs,λ1,λ2 are eigenvalues of̂Σ with multiplicities
n−d−1,d−1≥ 1, and the corresponding eigenvectors are orthogonal to1. Hence,
the adjacency matrix of the graph given byΣ̂ , i.e.,A := 1

2(J− I− Σ̂) has eigenvalues
1
2(−1−λ1), 1

2(−1−λ2) with multiplicitiesn−d−1,d−1≥ 1.
For n 6= 2d, the pairs of multiplicities above are not equal, and so the pairs of

eigenvalues are algebraic integers which are not algebraicconjugates, A simple cal-
culation showsλ1 6=−1, λ2 6= 1. The three conditions then follow from the calcula-
tions

λ j =−2
−1−λ j

2
−1, λ1λ2 =−(n−1),

(−1−λ1

2
− −1−λ2

2

)2
=

1
4
(λ2−λ1)

2 =
1
4

n2(n−1)
d(n−d)

,

(−1−λ1

2
+
−1−λ2

2

)2
=

1
4
(λ1+λ2)

2 =
1
4
(n−2d)2(n−1)

d(n−d)
.

⊓⊔
Forn= 2d, the eigenvalues ofΣ are±

√
2d−1. In this case, we obtain an infinite

family of equiangular lines, corresponding to theconference graphs.
An n× n matrix C is a conference matrix if its diagonal entries are 0, its off

diagonal entries are±1, andC∗C = (n−1)I . The reduced signature matrix̂Σ of a
symmetric conference matrixC= Σ (for whichn must be even) is a strongly regular
graph

srg
(
n−1,

n−2
2

,
n−6

4
,
n−2

4

)
,

called aconference graph. Equivalently, conference graphs are the strongly regular
graphs srg(ν ,k,λ ,µ) with

2k+(ν−1)(λ −µ) = 0,

i.e., the multiplicities (12.34) of the eigenvaluesθ ,τ of the adjacency matrix equal.
We now characterise equiangular tight frames ofn= 2d vectors forRd.
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Proposition 12.4.For d≥ 3, the following are equivalent

1. There is an equiangular tight frame of2d vectors forRd.
2. There exists a2d×2d symmetric conference matrix.
3. There exists a conference graph with2d−1 vertices, i.e., a

srg(2d−1,d−1,
d−3

2
,
d−1

2
).

For these to hold it is necessary that d be odd, and2d−1 be a sum of two squares.

Proof. Suppose thatn = 2d, d ≥ 3. Let Σ̂ be the reduced signature matrix of an
n× n signature matrixΣ . By Corollary 12.1 and Proposition 12.3, the following
conditions are equivalent toΣ giving an equiangular tight frame ofn= 2d vectors
for Rd

Σ2− (n−1)I = 0,

Σ̂1= 0, Σ̂2+J− (n−1)I = 0.

The first says thatΣ is a symmetric conference matrix. Writing the second in terms
of the adjacency matrixA= 1

2(J− I − Σ̂) gives

AJ= 1
2(n−2)J, A2+A+ 1

4(2−n)I = 1
4(n−2)J.

By the characterisation (12.32), this says thatΣ̂ gives a srg(2d− 1,k,λ ,µ) with
k= 1

2(n−2) = d−1, λ = 1
4(n−6) = 1

2(d−3), µ = 1
4(n−2) = d−1

2 .
A well known necessary condition for ann×n conference matrix to exist is that

n≡ 2 (mod 4) andn−1 be a sum of squares. This completes the proof. ⊓⊔
An infinite family of conference graphs are given by thePaley graphs.

Example 12.40.(Paley graphs) Letq = pm be a prime power withq≡ 1 (mod 4).
This impliesFq, the unique finite field of orderq, has a square root of−1 and so
b−a is a square if and only ifb−a is a square. ThePaley graphof ordern−1= q
(or q–Paley) is the graph with verticesFq, and an edge betweena andb if a−b is
a square (aka quadratic residue modp if q = p). Whenq is prime its Paley graph
is a Hamiltonian circulant graph. The Paley graph onn− 1 = q vertices is a self
complementary conference graph.

12.12 A list of real equiangular tight frames

There may or may not be a real equiangular tight frame ofn≥ d > 1 vectors forRd.
For example, for

• n= d one has orthonormal bases.
• n= d+1 one has the vertices of the regular simplex.
• n= d+2 there arenoequiangular tight frames, by Theorem 12.13.



298 12 Equiangular and Grassmannian frames

If there did exist an equiangular tight frame ofn = d+ 2 vectors forRd, then its
complement would be a real equiangular tight frame ofn> 3 vectors forR2.

In Table 12.5, we list all equiangular tight frames ofn > d+ 1 vectors known
to exist ford ≤ 50. This was constructed using the literature on strongly regular
graphs (see Brouwer [Bro07] and the associated internet page). We also include (in
grey) those which are conjectured to exist, e.g., the longstanding open question in
algebraic graph theory:

Does there exist a conference graph srg(65,32,15,16), i.e., an equiangular
tight frame of 66 vectors forR33?

Table 12.5: The equiangular tight frames ofn > d+ 1 vectors forRd (d ≤ 50), for n 6= 2d and
n= 2d (conference graphs). Here # gives the number of associated strongly regular graphŝG (with
+ indicating at least one exists). The existence of those in grey are open problems.

n d # λ1 λ2 Ĝ

16 6 1 −3 5 srg(15,6,1,3)

16 10 1 −5 3 srg(15,8,4,4)

28 7 1 −3 9 srg(27,10,1,5)

28 21 1 −9 3 srg(27,16,10,8)

36 15 3854 −5 7 srg(35,16,6,8)

36 21 + −7 5 srg(35,18,9,9)

126 21 + −5 25 srg(125,52,15,26)

176 22 + −5 35 srg(175,72,20,36)

276 23 1 −5 55 srg(275,112,30,56)

64 28 + −7 9 srg(63,30,13,15)

64 36 + −9 7 srg(63,32,16,16)

120 35 + −7 17 srg(119,54,21,27)

148 37 ? −7 21 srg(147,66,25,33)

246 41 ? −7 35 srg(245,108,39,54)

288 42 ? −7 41 srg(287,126,45,63)

344 43 + −7 49 srg(343,150,53,75)

100 45 + −9 11 srg(99,48,22,24)

540 45 ? −7 77 srg(539,234,81,117)

736 46 ? −7 105 srg(735,318,109,159)

n d # Γ̂ 2d−1

6 3 1 Paley(5) 12+22

10 5 1 Paley(9) 02+32

14 7 1 Paley(13) 22+32

18 9 1 Paley(17) 12+42

26 13 15 Paley(25) 32+42

30 15 41 Paley(29) 22+52

38 19 6760 Paley(37) 12+62

42 21 + Paley(41) 42+52

46 23 + Conference 32+62

50 25 + Paley(49) 02+72

54 27 + Paley(53) 22+72

62 31 + Paley(61) 52+62

66 33 ? Conference 12+82

74 37 + Paley(73) 32+82

82 41 + Paley(81) 02+92

86 43 ? Conference 22+92

90 45 + Paley(89) 52+82

98 49 + Paley(97) 42+92

Example 12.41.There is no equiangular tight frame of 40 or 41 vectors forR16.
Therefore (by Table 12.3) the maximal number of equiangularlines inR16 is given
by a nontight equiangular frame. This is currently the only known case where the
maximum number of equiangular lines is not given by a tight frame.
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12.13 Nontight real equiangular frames from graphs

We now consider some nontight real equiangular frames and the graphs that they
come from. We recall Theorem 12.6 as it applies:

Proposition 12.5.LetΓ be a graph (with two or more vertices) whose n×n Seidel
matrix Σ has smallest eigenvalue−λ of multiplicity n−d. ThenΣ is the signature
matrix of an equiangular frame of n> d vectors forRd, which is tight if and only if
Σ has only two eigenvalues.

Example 12.42.The construction of Corollary 12.4 (see Table 12.4) gives examples
of nontight frames whose associated graphs have four Seideleigenvalues.

Example 12.43.The lower bounds on the maximum number of real equiangular
lines inRd given by Table 12.3 are attained ford = 16,17,19,20 by graphs with
three (but not two) eigenvalues. See Table 12.6 (and [GKMS16] for details).

Table 12.6: The graphs corresponding to the nontight equiangular frames giving the maximum
numbern of equiangular lines inRd currently known (see [GKMS16]).

n d Origin of graph eigenvalues multiplicities

40 16 srg(40,12,2,4) −5,7,12 24,15,1

48 17 Netto triples −5,7,11 31,8,9

72 19 Witt design −5,13,19 53,16,3

90 20 Taylor [Tay72] −5,15,19,25 70,9,10,1

Example 12.44.Let Φ be the nontight equiangular frame of five vectors forR3 given
by Γ the 5–cycle, whose Seidel matrixΣ has eigenvalues−

√
5,−
√

5,0,
√

5,
√

5.
This anontight Grassmannian frame(see Example 12.6). The dualΦ̃ and canonical
tight frameΦcanare equal–norm frames. The minimal angles forΦ , Φ̃ andΦcanare

cos−1 1√
5
≈ 63.4◦, cos−1 3+

√
5

8
≈ 49.1◦, cos−1 1+

√
5

6
≈ 57.4◦.

It is easy to verify thatΦ consists of vectors that lie in five of the six diagonals of
the regular icosahedron, and that the tight frameΦcan is the harmonic frame given
by the lifted fifth roots of unity (see Exer. 12.7).

We now generalise Example 12.44 to whenΓ is a strongly regular graph (these
have adjacency matrices with three eigenvalues).

We say that an equal norm frameΦ = ( f j) has two distances(cf §12.14) if
〈 f j , fk〉, j 6= k takes two values.
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Lemma 12.1.Let A be the adjacency matrix of asrg(ν ,k,λ ,µ), and Pθ ,Pτ ,Pk be the
orthogonal projections onto itsθ ,τ ,k eigenspaces, whereθ ,τ are given by (12.33).
Then

Pk =
J
ν
, Pθ =

1
θ − τ

(

A− τI − (k− τ)
J
ν

)

, Pτ = I −Pθ −
J
ν
. (12.43)

In particular, the diagonal entries of Pθ and Pτ are constant, and their off diagonal
entries take only two values.

Proof. We have,Pk = (1/
√

ν)(1/
√

ν)∗ = J/ν , andI = Pk+Pθ +Pτ , so it suffices
to prove the formula forPθ . From the spectral decomposition ofA, we have

A= θPθ + τPτ +k
J
ν
, τI = τPθ + τPτ + τ

J
ν
.

EliminatingτPτ , and solving forPθ gives the desired formula forPθ . ⊓⊔

Proposition 12.6.Let Γ be a strongly regular graphsrg(ν ,k,λ ,µ), andΦ be the
equiangular frame ofν vectors forRd that it determines. ThenΦ is tight if and only
if

λ −µ−2k+ν =±
√

(λ −µ)2+4(k−µ). (12.44)

Otherwise, either
√

(λ −µ)2+4(k−µ)> µ−λ +2k−ν , (12.45)

and the frame, its dual, and canonical tight frame are equal–norm frames with two
distances, where

d =
1
2

(

ν +1+
2k+(ν−1)(λ −µ)
√

(λ −µ)2+4(k−µ)

)

, (12.46)

or d = ν−1.

Proof. By (12.33), (12.34), the eigenvalues of the Seidel matrixΣ of Γ are

−1−2θ , −1−2τ , ν−1−2k,

with multiplicities mθ ,mτ ,1. These are distinct, unless−1−2θ or−1−2τ equals
ν−1−2k, which is equivalent to (12.44), andΦ is tight, withd = ν− (mθ +1) or
d = ν−mθ , respectively (by Theorem 12.6).

Otherwise, the minimal eigenvalue ofΣ is −(1+ 2θ) (with multiplicity mθ )
when−1−2θ < ν−1−k, i.e., (12.45) holds. Here, the spectral decomposition of
the symmetric matrixΣ is

Σ =−(1+2θ)Pθ +(−1−2τ)Pτ +(ν−1−2k)
J
ν
,
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wherePθ andPτ are the orthogonal projections onto theθ andτ eigenspaces ofA.
SincePθ = I −Pτ − J/ν , the Gramian of the associated equiangular frame forRd,
d = ν−mθ , has the form

I +
1

1+2θ
Σ = αPτ +β

J
ν
, α =

2θ −2τ
1+2θ

, β =
2θ +ν−2k

1+2θ
.

The dual and canonical tight frames have Gramians

(I +
1
λ

Σ)† =
1
α

Pτ +
1
β

J
ν
, (I +

1
λ

Σ)†(I +
1
λ

Σ) = Pτ +
J
ν
.

By Lemma 12.1,Pτ has a constant diagonal, and off diagonal entries taking two
possible values. HenceΦ , its dual and canonical tight frame are equal–norm frames
with two distances (all the entries ofJ are 1).

The only remaining case is whenν−1−k<−1−2θ , in which case the minimal
eigenvalueν−1−k has multiplicity one, and sod = ν−1. ⊓⊔

Fig. 12.3: Three switching equivalent graphs that give 10 lines inR5: The Paley graph on 9 vertices
and a point, the Petersen graph, and the triangular graphT5.

Example 12.45.For n≤ 50 there are 28 equal–norm tight frames with two angles
that can be constructed by Theorem 12.6 (see Table 12.7). There are also many
equiangular tight frames that can be constructed in this way, e.g., forn = 10 the
unique graphs srg(10,3,0,1) (thePetersen graph) and srg(10,6,3,4) (thetriangular
graph T5) give a set of 10 equiangular vectors inR5. Since there is a unique such
frame up to switching equivalence of the graphs, it follows these two graphs are
switching equivalent to that obtained by taking the Paley graph on nine vertices and
adding an isolated vertex (see Figure 12.3).

Example 12.46.The strongly regular graph srg(40,12,2,4) gives 40 equiangular
lines inR16, which are not tight. There are no strongly regular graphs giving tight
frames of 40 or 41 vectors inR16 (see Table 12.5). Therefore the maximal set of
equiangular lines in 16 dimensions is not tight (see Table 12.3).
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Table 12.7: The list of all equiangular frames ofn≤ 50 vectors forRd constructed from strongly
regular graphsΓ . Here the type refers to the three cases in Theorem 12.6.

n d type Γ
5 3 nontight srg(5,2,0,1)

9 5 nontight srg(9,4,1,2)

10 5 tight srg(10,3,0,1)

10 5 tight srg(10,6,3,4)

13 7 nontight srg(13,6,2,3)

15 6 nontight srg(15,6,1,3)

15 10 nontight srg(15,8,4,4)

16 6 tight srg(16,5,0,2)

16 10 tight srg(16,10,6,6)

16 10 tight srg(16,6,2,2)

16 6 tight srg(16,9,4,6)

17 9 nontight srg(17,8,3,4)

21 7 nontight srg(21,10,3,6)

21 15 nontight srg(21,10,5,4)

25 17 nontight srg(25,8,3,2)

25 24 – srg(25,16,9,12)

25 13 nontight srg(25,12,5,6)

26 13 tight srg(26,10,3,4)

26 13 tight srg(26,15,8,9)

27 7 nontight srg(27,10,1,5)

27 21 nontight srg(27,16,10,8)

28 21 tight srg(28,12,6,4)

28 7 tight srg(28,15,6,10)

29 15 nontight srg(29,14,6,7)

35 15 nontight srg(35,16,6,8)

35 21 nontight srg(35,18,9,9)

n d type Γ
36 26 nontight srg(36,10,4,2)

36 35 – srg(36,25,16,20)

36 15 tight srg(36,14,4,6)

36 21 tight srg(36,21,12,12)

36 28 nontight srg(36,14,7,4)

36 35 – srg(36,21,10,15)

36 21 tight srg(36,15,6,6)

36 15 tight srg(36,20,10,12)

37 19 nontight srg(37,18,8,9)

40 16 nontight srg(40,12,2,4)

40 39 – srg(40,27,18,18)

41 21 nontight srg(41,20,9,10)

45 25 nontight srg(45,12,3,3)

45 44 – srg(45,32,22,24)

45 36 nontight srg(45,16,8,4)

45 44 – srg(45,28,15,21)

45 23 nontight srg(45,22,10,11)

49 37 nontight srg(49,12,5,2)

49 48 – srg(49,36,25,30)

49 31 nontight srg(49,18,7,6)

49 48 – srg(49,30,17,20)

49 25 nontight srg(49,24,11,12)

50 22 nontight srg(50,7,0,1)

50 49 – srg(50,42,35,36)

50 25 nontight srg(50,21,8,9)

50 25 tight srg(50,28,15,16)

Example 12.47.The strongly regular graphs srg(76,30,8,14) and srg(76,40,18,24)
give equiangular tight frames of 76 vectors forC19, i.e., a srg(75,32,10,16). Since
there are no other strongly regular graphs on 75 or 76 vertices (other than the com-
plements) [Hae93], it follows that there is a strongly regular graph on 75 points if
and only if there is a strongly regular graph on 76 points. In [BPR14] it was shown
there is no srg(76,30,8,14)), and in [AM15] that there is no srg(75,32,10,16). It
therefore follows that there is no srg(76,40,18,24) (and hence no strongly regular
graphs on 75 or 76 points), and no equiangular tight frames of76 vectors forC19.
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Example 12.48.In [AM16], it was shown that no srg(95,40,12,20) exists, and so
there are not 96 equiangular lines inR20. From Proposition 12.6, it follows that no
srg(96,38,10,18) exists (see [Deg07]) and no srg(96,50,22,30) exists.

The next open problem of the above type is the following.

Does there exist 148 equiangular lines inR37, i.e., a srg(147,66,2533)?
The existence of such an equiangular tight frame implies theexistence of a
srg(148,63,22,30) or a srg(148,77,36,44), and the nonexistence implies that
there is no strongly regular graph with 148 vertices.

The 6–cycle is a regular, butnot strongly regular graph. Its Seidel matrix has
three eigenvalues, and gives an equiangular frame of six vectors forR4. The dual
and canonical tight frames have equal norms (and more than two angles). This is a
consequence of the 6–cycle being acirculant graph.

LetC be a subset ofZn which is closed under taking additive inverses, i.e,−c∈C,
∀c∈C. Then thecirculant graph G with connection setC is the graph with vertices
Zn and an edge fromj to k if j−k∈C. The choiceC= {−1,1} gives then–cycle.

Proposition 12.7.(Circulant graphs) . LetΓ be a circulant graph, andΦ be the
real equiangular frame that it determines. Then the dual frame Φ̃ and canonical
tight frameΦcan are equal–norm frames.

Proof. SinceΓ is a circulant graph, the Gramian ofΦ is ann×n circulant matrix,
and hence is diagonalised by the Fourier matrixF , i.e.,

F−1(I +
1
λ

Σ)F = diag(λ1, . . . ,λn), F :=
1√
n
[ω jk] j,k∈Zn, ω := e

2π i
n .

SinceF is unitary, we can write this spectral decomposition as

I +
1
λ

Σ = ∑
j

λ jPj , Pj := f j f ∗j , f j :=
1√
n
(ω jk)k∈Zn.

The rank one projection matricesPj have constant diagonal entries (equal to1
n),

and so the dual and canoncial tight frames have equal–norms (their Gramians are
∑ j

1
λ j

Pj and∑ j Pj ). ⊓⊔

Example 12.49.(n–cycle graph) The Seidel matrix of then–cycle has a minimal
eigenvalue−1−4cos2π

n of multiplicity 2 with corresponding eigenvectorsf−1, f1.
The corresponding equiangular frame is ofn vectors forRn−2, and its complement
is the tight frame ofn equally spaced vectors forR2 (up to similarity).

Example 12.50.(Paley graphs) Forn a prime congruent to 1(mod 4), the Paley
graph is circulant, with connection setC given by the quadratic residues modulon.
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12.14 Spherical two–distance tight frames

A setΦ = (x j) of n unit vectors inRd is called a (spherical) two–distance set if
the inner products between distinct vectors take two valuesa andb, i.e.,

{〈x j ,xk〉 : j 6= k}= {a,b}, a 6= b.

The spherical distance between pointsx j andxk is cos−1〈x j ,xk〉, and so these sets
have precisely two spherical distances between their points. The maximum sizeg(d)
of a spherical two–distance set has been studied for severaldecades [BY13].

Whenb = −a, a spherical two–distance set is equivalent to a real equiangular
frame (see§12.9). We therefore primarily consider the case whena+b 6= 0.

Let e1, . . . ,ed+1 be the standard basis forRd+1. Then then = 1
2d(d+1) points

ej +ek, j 6= k give a spherical two–distance set (after scaling), as does the orthogonal
projection of these points onto thed–dimensional subspace given by the orthogonal
complement ofe1+ · · ·+ed+1 (see§12.16). We therefore have the lower bound

g(d)≥ 1
2

d(d+1).

Delsarte, Goethals and Seidel [DGS77] proved the “harmonic” upper bound

g(d)≤ 1
2

d(d+3).

Various improvements and refinements of this have been made,e.g., Musin [Mus09]
proved the upper bound

g(d)≤ 1
2

d(d+1), whena+b≥ 0.

This generalises the estimate (12.2) for the maximal numberof of real equiangular
lines (the casea+b= 0). As of the improvements of [BY13], the best estimates of
g(d) for d≤ 93 are as follows.

Theorem 12.14.The maximum size g(d) of a spherical two–distance set inRd sat-
isfies

g(2) = 5, g(3) = 6, g(4) = 10, g(5) = 16, g(6) = 27,

g(d) =
1
2

d(d+1), 7≤ d≤ 93, d 6= 22,46,78,

g(22) = 275,

1
2

d(d+1)≤ g(d)≤ 1
2

d(d+3)−1, d = 46,78.

All the known maximal configurations are tight.

Given a spherical two–distance setΦ = (x j), one can associate with it the graph
Γa with points{x j} and an edge fromx j to xk if 〈x j ,xk〉 = a. The following result
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of [BGOY14] shows that ifΦ is tight andb 6=−a (Φ is not equiangular), thenΓa is
a strongly regular graph, and that all tight nonequiangulartwo–distance frames can
be constructed in this way.

Theorem 12.15.Let Φ = (x j) be a two–distance set, with a6= −b and associated
graphΓa. ThenΦ is tight if and only ifΓa is a strongly regular graphsrg(ν ,k,λ ,µ),
in which case (after normalisation) its Gramian is one of

Pθ , Pθ +
J
ν
, Pτ , Pτ +

J
ν
, (12.47)

where Pθ ,Pτ ,
J
ν are the orthogonal projections onto the eigenspaces of the adjacency

matrix A ofΓa. Further, all the projections of (12.47) give tight two distance sets.

Proof. Suppose thatΦ = (x j)
ν
j=1 is atight two–distance frame forRd.

Let Na be the number of points a distancea from a given pointx j . SinceΦ is a
unit–norm tight frame (withA= ν

d ), the norm of thej–th column of its Gramian is

1+Naa2+(ν−1−Na)b
2 =

ν
d
.

Sincea 6=−b, a2−b2 6= 0, and so the above can be solved forNa, which is therefore
independent ofj, i.e.,Γa is a regular graph.

Fix a pair of indicesk, ℓ with 〈xk,xℓ〉= a. LetCa be the number of indicesj 6= k, ℓ
for which the distances betweenx j andxk,xl are botha. SinceΦ is tight, Parseval
gives

ν
d
〈xk,xℓ〉=

ν

∑
j=1
〈xk,x j〉〈x j ,xℓ〉,

from which we obtain

ν
d

a= 2a+2(Na−Ca−1)ab+Caa2+(ν−2Na+Ca)b
2

= 2a+2(Na−1)ab+(ν−2Na)b
2+(a−b)2Ca.

Sincea 6= b, this gives a unique solution forCa, i.e., every two adjacent vertices
haveλ =Ca common neighbours. Similarly, every two nonadjacent vertices has the
same number of adjacent vertices, and soΓa is strongly regular.

The (normalised) Gram matrix ofΦ is

P=
d
ν
(
(1−b)I +(a−b)A+bJ

)
.

The spectral decomposition ofA (see Lemma 12.1) gives

I = Pθ +Pτ +
J
ν
, A= θPθ + τPτ +k

J
ν
,

and soP can be written in the form
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P= αPθ +βPτ + γ
J
ν
.

The conditionP2 = P implies thatα2 = α, β 2 = β , γ2 = γ, and soα,β ,γ must be 0
or 1. The choicesP= Pθ +Pτ +

J
ν = I andP= Pθ +Pτ = I− J

ν give an orthonormal
basis and the vertices of the simplex, which are not two–distance sets. The other
choices give two–distance sets. For example, whenP= Pθ +

J
ν (which has constant

diagonal), we haved = rank(Pθ )+ rank(J) = mθ +1, and, by Lemma 12.1,

P=
mθ +1

ν
(
(1−b)I +(a−b)A+bJ

)
=

1
θ − τ

(

A− τI − (k− τ)
J
ν

)

+
J
ν
.

By taking an entry withA jk = 1, we obtain

mθ +1
ν

a=
1

θ − τ

(

1− (k− τ)
1
ν

)

+
1
ν

=⇒ a=
ν−k+θ

(mθ +1)(θ − τ)
.

Similarly, taking an off diagonal entry withA jk = 0 gives a formula forb. The
results of these calculations for the four possible choicesare given in Table 12.8.
We observe that, sinceν 6= 0, each of these choices gives a two–distance set.⊓⊔

Table 12.8: The parameters of the tight two–distance sets forRd given byΓa a srg(ν ,k,λ ,µ).
Here the Gramian matrix (after normalisation) is the orthogonalprojection matrixP, andNa is the
number of neighbours ofa. The condition for these to be equiangular is given in the last column.

Gramian matrixP d Na a b a=−b holds

Pθ mθ k ν−k+τ
mθ (θ−τ)

−k+τ
mθ (θ−τ) ν = 2(k− τ)

Pθ +
J
ν mθ +1 k ν−k+θ

(mθ+1)(θ−τ)
−k+θ

(mθ+1)(θ−τ) ν = 2(k−θ)

Pτ = I −Pθ − J
ν ν−mθ −1 k −ν+k−θ

(ν−mθ−1)(θ−τ)
k−θ

(ν−mθ−1)(θ−τ) ν = 2(k−θ)

Pτ +
J
ν = I −Pθ ν−mθ k −ν+k−τ

(ν−mθ )(θ−τ)
k−τ

(ν−mθ )(θ−τ) ν = 2(k− τ)

By combining Corollary 12.3 and Theorem 12.15, we obtain a characterisation
of all spherical two–distance tight frames in terms of the strongly regular graphs.

Corollary 12.5. All spherical two–distance tight frames of n> d+1 vectors forRd

can be constructed from the strongly regular graphs as follows

1. (Equiangular) From thesrg(n−1,k, 3k−n
2 , k

2), k := 1
2n−1+

(
1− n

2d

)
√

d(n−1)
n−d .

2. (Nonequiangular) From thesrg(ν ,k,λ ,µ), ν = n.

Each complementary pair of strongly regular graphs gives four nonequiangular
spherical two–distance tight frames, unlessν = 2(k− τ) or ν = 2(k−θ), in which
case there are only two (the other two being equiangular).



12.15 Two–distance tight frames and partial difference sets 307

Example 12.51.For a srg(10,3,0,1), we haveθ = 1, τ =−2, so that

ν = 10= 2(3− (−2)) = 2(k− τ).

Hence the spherical two–distance tight frames with Gramians Pθ and Pτ +
J
ν are

equiangular, and those with GramiansPθ +
J
ν andPτ are nonequiangular. HerePθ is

the tight frame constructed by Proposition 12.6, andPτ +
J
ν is the one constructed

from the complementary graph.

Example 12.52.Here, we consider the nonprimitive strongly regular graph given by
the union ofm complete graphs onw vertices, which is a srg(mw,w−1,w−2,0).
We haveθ = w−1, mθ = m−1, τ =−1, mτ = m(w−1), and

Pθ =
1
w
(A+ I)− J

ν
.

In this case, there are only two eigenvalues, sincek= w−1= θ . The corresponding
spherical two–distance tight frames are described in Table12.9.

Table 12.9: The parameters of the two–distance tight frames forRd given by the nonprimitive
Γa = srg(mw,w−1,w−2,0) , which consists ofmcopies of a complete graph onw points.

Gramian matrixP d Na a b description

Q= 1
w(A+ I)− J

ν m−1 w−1 1 − 1
m−1 w copies ofm–simplex

Q+ J
ν m w−1 1 0 w copies of{e1, . . . ,em}

R= I − (Q+ J
ν ) n−m w−1 − 1

w−1 0 complement of second

R+ J
ν = I −Q n−m+1 w−1 − m−1

n−m+1
1

n−m+1 complement of first

12.15 Two–distance tight frames and partial difference sets

We now show that nonequiangular two–distance tight frames which are harmonic
can be constructed frompartial difference sets(cf. Theorem 12.3).

Definition 12.4.A d element subsetJ of a finite groupG of ordern is said to be a
(n,d,λ ,µ)–partial difference set if the multiset of (nonzero) differences

{ j2 j−1
2 : j1, j2 ∈ J, j1 6= j2}

contains each nonidentity element ofJ exactlyλ times and each nonidentity element
of G\J exactlyµ times. Ifλ = µ then one has a difference set.
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Partial difference sets withλ 6= µ are are reversible (i.e., closed under taking
inverses). A partial difference setJ for which 1 6∈ J is said to beregular. It suffices
to study the regular partial difference sets, since ifJ is a partial difference set with
1∈ J, thenJ\{1} is a (regular) partial difference set.

Proposition 12.8.Let G be an abelian group of order n, andΦJ = (ξ |J)ξ∈Ĝ be the
harmonic frame given by J⊂G, |J|= d. Then the following are equivalent

1. J is a(n,d,λ ,µ)–partial difference set for G.
2. For all χ 6= 1, χ ∈ Ĝ,

∑
j∈J

χ( j) =







λ−µ±
√

(λ−µ)2+4(d−λ )
2 , 0∈ J;

λ−µ±
√

(λ−µ)2+4(d−µ)
2 , 0 6∈ J.

(12.48)

In particular, if these hold withλ 6= µ , thenΦJ is a nonequiangular two–distance
tight frame of n vectors forRd.

Proof. The equivalence of 1 and 2 is a standard characterisation of partial difference
sets [LM90],[Ma94]. By (12.48), the harmonic frame given bya partial difference
set is real, with two–distances, and is equiangular if and only if λ = µ . ⊓⊔

Example 12.53.The setJ = {1,4} ⊂ Z5 (of nonzero quadratic residues) is a regular
cyclic (5,2,0,1)–partial difference set. The regular(9,4,1,2)–partial difference set

J = {(0,1),(0,2),(1,0),(2,0)} ⊂ Z3×Z3.

is a noncyclic example.

Table 12.10 lists the regular abelian partial difference sets ford≤ 21.

Table 12.10: The regular(n,d,λ ,µ)–partial difference sets ford≤ 21, where 0≤ λ ≤ k−1, 1≤
µ ≤ k−1, k≤ n−1

2 . This was adapted from [Ma94] (which lists those withd≤ 100).

n d λ µ
5 2 0 1

9 4 1 2

16 5 0 2

16 6 2 2

13 6 2 3

25 8 3 2

n d λ µ
17 8 3 4

36 10 4 2

49 12 5 2

25 12 5 6

36 14 4 6

64 14 6 2

n d λ µ
29 14 6 7

36 15 6 6

81 16 7 2

64 18 2 6

49 18 7 6

100 18 8 2

n d λ µ
37 18 8 9

81 20 1 6

121 20 9 2

41 20 9 10

64 21 8 6

243 22 1 2

Example 12.54.The setJ = {0,1,4} ⊂ Z5 is a cyclic(5,2,0,1)–partial difference
set. It is not regular, since it contains the identity 0.
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In view of Theorem 12.15, the nonequiangular two–distance harmonic frames
must be associated with strongly regular graphs. These turnout to be Cayley graphs.

ForJ a generating subset of a groupG with 1 6∈ J, the (uncoloured)Cayley graph
has verticesG and a directed edge fromg1 to g2 if g2 = g1 j for some j ∈ J (J is
called theconnection set). For J with J−1 = J (e.g., a partial difference set with
λ 6= µ), the Cayley graph given byJ is undirected.

Proposition 12.9.If J is a regular(n,d,λ ,µ)–partial difference set for a group G
with λ 6= µ , then the (undirected) Cayley graph given by J is asrg(n,d,λ ,µ).

There is a converse of Proposition 12.9 (the conditionλ 6= µ is replaced by the
condition that the partial difference set be reversible) [Ma94].

12.16 The standardm–distance tight frame

We say that a setΦ = (x j) of n unit vectors inRd is a (spherical) m–distance set
if the inner products between distinct vectors takem values. This generalisation of
the isogonal configurations of Example 3.9 (m= 1) and spherical two–distance sets
(m= 2) are not well studied. However, we can provide one nice example.

Let e1, . . . ,ed+1 be the standard basis forRd+1. Then then=
(d+1

m

)
points

ej1 + · · ·+ejm, 1≤ j1 < · · ·< jm≤ d+1

give anm–distance set (after scaling). The orthogonal projection of these points onto
(e1+ · · ·+ed+1)

⊥ gives anm–distance tight frame forRd.

Proposition 12.10.Suppose1≤m≤ d. For J= { j1, . . . , jm} ⊂ {1,2, . . . ,d+1}, let

wJ := ej1 +ej2 + · · ·+ejm−
m

d+1
(e1+ · · ·ed+1).

Then(wJ)|J|=m is a tight frame for(e1+ · · ·+ed+1)
⊥, with Gramian given by

〈wJ,wK〉= r− m2

d+1
, |J∩K|= r.

Proof. This frame is the highly symmetric tight frame of Example xx.In particular,
it is tight, since it is the orbit of an irreducible unitary action. Writing

WJ = ∑
j∈J∩K

ej + ∑
j∈J\K

ej −
m

d+1
(e1+ · · ·ed+1),

and expanding the inner product gives

〈wJ,wK〉=
(

r− m
d+1

m

)

− m
d+1

(

m− m
d+1

(d+1)

)

= r− m2

d+1
, |J∩K|= r.
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⊓⊔
The number ofr entries in a given column of the Gramian is

(m
r

)(d+1−m
m−r

)
, and so

for there to be at least oner entry, one must have

d+1−m≥m− r ⇐⇒ d+1≥ 2m− r.

In particular, ford+1≥ 2m,

Φ = (cwJ)|J|=m, c :=

√

d+1
m(d+1−m)

is anm–distance tight frame of
(d+1

m

)
vectors forRd, with distances

αr :=
d+1

m(d+1−m)

(

r− m2

d+1

)

, r = 0,1, . . . ,m−1,

which we call thestandard m–distance tight frame.

Example 12.55.For d≥ 3, the standard 2–distance tight frame has

a= α1 =
d−3

2(d−1)
, b= α0 =−

2
d−1

, (12.49)

and corresponds (viaPθ in Theorem 12.15) toΓa = Td+1, the triangular graph,
which is a srg

(
1
2d(d+ 1),2(d− 1),d− 1,4

)
. The triangular graph is the unique

graph with these parameters, except for whend+ 1 = 8, in which case there are
three other srg(28,12,6,4) (the Chang graphs).

Example 12.56.(28 equiangular lines inR7) The standard 2–distance tight frame
gives a set of equiangular lines if and only ifa = b in (12.49), i.e.,d = 7, which
gives the 28 lines of (12.6)

12.17 Complex equiangular tight frames

We first observe that the complex analogue of Theorem 12.13 holds.

Proposition 12.11.Suppose d> 1. A necessary condition for an equiangular tight
frame of n> d+1 vectors forCd to exist is that

n≤min{d2,(n−d)2}, (12.50)

or, equivalently,

d+
1+
√

4d+1
2

=
2d+1+

√
4d+1

2
≤ n≤ d2. (12.51)
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Example 12.57.There is no equiangular tight frame ofn = d+ 2 vectors forCd

whend≥ 3.

The existence and construction of equiangular tight framesof n= d2 vectors for
Cd is a compelling subject (see Chapter 14).

There have been attempts to adapt the methods of constructing real equiangular
tight frames to complex ones. Most notably, by restricting the entries of the Gramian
(or the vectors) to bem–th roots of unity: thereby giving a finite set of possiblen
vector equiangular tight frames forCd. When the entries of the vectors are roots
of unity (as for harmonic frames), thenn ≤ d2− d+ 1 (Theorem 12.16). When
the entries of the signature matrix are roots of unity (generalising real equiangular
tight frames), then there exist some intriguing examples, including a maximal set of
n= d2 equiangular lines ford = 3,8.

We now give some details on the known constructions.

Theorem 12.16.Suppose thatΦ = ( f j) is an equiangular tight frame of n (unit)
vectors forCd, for which the entries of dGram(Φ) are contained in a subringA of
the algebraic integers. Then

1. A has elements of modulus
√

d(n−d)
n−1 .

2. d(n−d)
n−1 ∈A ∩Z.

3. n= 1
λ d(d−1)+1, for some positive integerλ . In particular, n≤ d2−d+1.

Proof. By our assumptiona jk := d〈 f j , fk〉 ∈A , j 6= k. SinceΦ is equiangular,

|a jk|= d|〈 f j , fk〉|= d

√

n−d
d(n−1)

=

√

d(n−d)
n−1

.

For any fixedj 6= k,
d(n−d)

n−1
= |a jk|2 = a jkak j ∈A ,

so thatd(n−d)
n−1 is a rational algebraic integer, and hence is an integer (inA ). Further,

λ = d− d(n−d)
n−1

=
d(d−1)

n−1

is a rational algebraic integer, and hence is a positive integer. ⊓⊔

Example 12.58.(Unital frames) If then vectors ofΦ have the form

v=
1√
d







v1
...

vd






, v1, . . . ,vd ∈A ,
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whereA is a subring of the algebraic integers which is closed under conjugation,
thendGram(Φ) has entries inA , and son≤ d2−d+1.

A special case is when the entriesv j arem–th roots of unity, which is known
as aunital equiangular tight frame (of degreem). These are a generalisation of
the equiangular harmonic frames (see§12.3). The only know example of a unital
equiangular tight frame which is not harmonic is one of 576 vectors forR276, given
by aKirkman frame[JMF14]. For example, [STDH07] found a unital equiangular
tight frame of 27 vectors forC13 with m= 3 via a computer search. This corresponds
to a(27,13,6)–difference set forZ4

3.

Theorem 12.17.(m–th root signature matrices) LetΣ be the signature matrix of an
equiangular tight frame of n vectors forCd. Then

λ1+λ2 = (n−2d)

√

n−1
d(n−d)

∈ Z[Σ ] (the ring generated by the entries ofΣ ).

If n 6= 2d, and the entries ofΣ are algebraic integers, then eigenvalues ofΣ

λ1 =−
√

d(n−1)
n−d

, λ2 =

√

(n−d)(n−1)
d

are algebraic integers in the subfield ofC generated by the entries ofΣ . Thus, if the
entries ofΣ are powers of the primitive m–th root of unityω = e

2π i
m , then

λ1,λ2 ∈ Z[ω +ω] = Z[cos2π
m ].

Proof. Multiply (12.22) byzk j = zjk to obtainλ1+λ2 ∈ Z[Σ ]. If the entries ofΣ are
algebraic integers, then so are the coefficients of the characteristic polynomial ofΣ ,
whose rootsλ1,λ2 are therefore algebraic integers. Forn 6= 2d, solving

λ1+λ2 = (n−2d)

√

n−1
d(n−d)

∈ Z[Σ ], (n−d)λ1+dλ2 = 0,

shows thatλ1,λ2 are in the field generated by the entries ofΣ . Finally, whenΣ
consists ofm–th roots of unity, we have thatλ1,λ2 are in the cyclotomic fieldQ(ω).
Sinceλ1,λ2 are also real algebraic integers, they are inZ(ω +ω) (the intersection
of Q(ω) and the real algebraic integers). ⊓⊔

Example 12.59.(SICs) Forn= d2, we have

λ1+λ2 = (d−2)
√

d+1.

Thus, ford 6= 2,
√

d+1 must be in the field generated by the entries ofΣ .

Example 12.60.(Cube roots) If the entries of aΣ giving an equiangular tight frame
are third roots of unity thenλ1,λ2 must be integers. It can be shown [BPT09] that
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λ1,λ2≡ 2 (mod 3).

In particular, sinceλ1λ2 = n− 1, one must haven ≡ 0 (mod 3). Let ω = e
2Π i

3 .
For n = 9, d = 6 there is a cube root signature matrixΣ given by the Kronecker
product type construction of Example 12.29 (taking the product again givesn= 81,
d = 45). This example can also be obtained by associatingΣ with a directed graph
(1 corresponds to a nonedge, andω,ω2 to directed edges) [BPT09]. The choice
n= 33,d = 11 givesλ1 =−4, λ2 = 8. It is unknown whether or not there is a cube
root signature matrix with these parameters.

The above condition onλ1,λ2 has been generalised by [BE10] as follows.

Theorem 12.18.Let p> 2 be prime. If the entries ofΣ are p–th roots of unity and
Σ is the signature matrix of an equiangular tight frame of n vectors forCd, then

1. λ1,λ2 are integers, withλ1,λ2≡ p−1 (mod p).
2. 4(n−1)+(λ1−λ2)

2 is a perfect square, which is0 modulo p2.

Many of the knownp–th root signature matrices for equiangular tight frames are
given by Theorem 12.8 applied toButson typecomplex Hadamard matricesV, i.e.,
those withp–th root entries.

Corollary 12.6. Let V ∈ H(p,m), i.e., be a complex Hadamard matrix of order m
with p–th root entries, and K∈ H(p,m2) be given by (12.26). Then

1. K− I is a p–th root signature matrix for an equiangular tight frame of n= m2

vectors for a1
2m(m+1) dimensional space.

2. I−K is a 2p–th root (or a p–th root, when p is even) signature matrix foran
equiangular tight frame of n= m2 vectors for a1

2m(m−1) dimensional space.

Proof. By construction, the entries ofK− I are p–th roots of unity, and those of
I −K are the negatives ofp–th roots of unity (which are 2p–th roots whenp is odd,
and arep–th roots whenp is even). ⊓⊔

The equiangular tight frames of Corollary 12.6 are subsimplicial with r = m±1.

Example 12.61.(Butson) Letp be a prime. There are complex Hadamard matrices
V of orderm= 2 j pk, 0≤ j ≤ k, whose entries arep–th roots of unity [But62]. Thus,
with

n= (2 j pk)2, 0≤ j ≤ k.

there is ap–th root signature matrix of sizen giving an equiangular tight frame ofn
vectors ind = 1

22 j pk(2 j pk+1) dimensions. The complementary equiangular tight
frame in 1

22 j pk(2 j pk−1) dimensions has a 2p–th (or p–th) root signature matrix.

Example 12.62.(n= 36) There exist 6×6 complex Hadamard matrices with cube
root entries and with fourth root entries. Thus there is ap–th root signature matrix
for an equiangular tight frame of 36 vectors inC21 for p = 2,3,4, and one inC15

for p= 2,6,4 (the complement). The real equiangular tight frames (p= 2) can be
obtained from a reversible difference set (see Example 12.15).
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Example 12.63.(Conference matrices) LetC = −CT be ann×n skew–symmetric
conference matrix (n must be a multiple of 4 whenn 6= 2). Then

Σ = iC

is the signature matrix (with entries±i) of an equiangular tight frame ofn = 2d
vectors forCd. This follows by Theeorem 12.7, via the calculation (see Exer. 12.11)

Σ2 =−(−CT)C= (n−1)I .

These frames are not subsimplicial, sincer =
√

2d−1 implies thatd is odd, and so
n= 2d is not a multiple of 4. Given ann×n skew–symmetric conference matrixC,
one of size 2n is given by

(

C C− I

C+ I −C

)

.

For example,

C=

(

0 −1

1 0

)

−→ Σ = i

(

C C− I

C+ I −C

)

=









0 −i −i −i

i 0 i −i

i −i 0 i

i i −i 0









,

which is the signature matrix of an equiangular tight frame of four vectors forC2.
Fourth root Seidel matrices are studied in [DHS10].

A suitable choice forH(a) in Theorem 12.4 givesp–th root signature matrices.

Corollary 12.7. For a (2,k,ν)–Steiner systemB, let m be the product of the prime
factors of r+ 1 = ν−1

k−1 + 1. Then there exists a Steiner equiangular tight frame of

n = ν(r +1) vectors for a space of dimension d= ν(ν−1)
k(k−1) whose signature matrix

has nonzero entries the m–th roots of unity and their negatives.

Proof. In the construction of Theorem 12.4 take eachH(a) to be a Fourier matrix
with m–th root entries. ⊓⊔

Example 12.64.There exist Steiner equiangular tight frames ofnvectors forCd with
m–th root signature matrices in cases where such frames can not be constructed
by the methods already considered, e.g., when(n,d) is (45,12) (r = 4, m= 10),
(65,13) (r = 4, m= 10),(65,13) (r = 5, m= 6), (65,13) (r = 6, m= 14).

Example 12.65.The inner products between the vectors in a Tremain equiangular
tight frame are products of the entries of the Hadamard matrices that are used in
their construction (see Exer. 12.10). The Hadamard matrices H(a) can be taken as
in Corollary 12.7, and the Hadamard matrix giving the the unimodular simplex in
Cν can be taken to be one of these tensored by a 2× 2 real Hadamard matrix. In
this way, Tremain equiangular tight frames can be constructed with with signature
matrix have nonzero entries given by them–th roots of unity and their negatives.
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Motivated by Theorem 12.18, in Table 12.11 we list alln,d (d < 30) for which
the eigenvaluesλ1,λ2 of the signature matrixΣ of an equiangular tight frame ofn>
d+1 vectors forCd are integers. In view of (12.13), this condition is equivalent to
both the frame and its complementary frame being subsimplicial. We indicate when
an m–th root a signature matrix of such a frame is known to exist, by Corollaries
12.3, 12.6 and 12.7, or the Hoggar lines (n= 64,d = 8 see§14.6).

Table 12.11: Then,d (d < 30) for which the eigenvaluesλ1,λ2 of the signature matrixΣ of an
equiangular tight frame ofn> d+1 vectors forCd are integers. We indicate when such a signature
matrix is known to exist with entries which arem–th roots, and use grey when it is unknown.

n d λ1 λ2 exists

9 3 −2 4 m= 6

10 5 −3 3 m= 2

9 6 −4 2 m= 3

16 6 −3 5 m= 2

28 7 −3 9 m= 2

64 8 −3 21 m= 4

16 10 −5 3 m= 2

25 10 −4 6 m= 10

33 11 −4 8 m≥ 3

45 12 −4 11 m= 10

26 13 −5 5 m= 2

n d λ1 λ2 exists

65 13 −4 16 m−10

105 14 −4 26 m≥ 3

25 15 −6 4 m= 5

36 15 −5 7 m= 2

225 15 −4 56 m≥ 2

51 17 −5 10 m≥ 4

76 19 −5 15 m≥ 2

96 20 −5 19 m= 6

28 21 −9 3 m= 2

36 21 −7 5 m= 2

49 21 −6 8 m= 14

n d λ1 λ2 exists

126 21 −5 25 m= 2

33 22 −8 4 m≥ 4

55 22 −6 9 m≥ 4

176 22 −5 35 m= 2

276 23 −5 55 m= 2

576 24 −5 115 m≥ 4

50 25 −7 7 m= 2

91 26 −6 15 m= 14

49 28 −8 6 m= 7

64 28 −7 9 m= 2

145 29 −6 24 m≥ 4

Example 12.66.(SICs) Forn= d2 andd = j2−1, j = 2,3, . . ., we have

λ1 =− j, λ2 = j( j2−1),
√

d+1= j.

The first two cases are:

• d = 3, where there is a cube root signature matrix,
• d = 8, where there is a fourth root signature matrix (the Hoggar lines).

Both are exceptional cases for SICs. In view of this, one can speculate about the
existence of a SIC for

d = 15,24,35, . . .

with a simple form, which is not a Heisenberg SIC (see§14.5).
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12.18 Algebraic equations for tight complex equiangular lines

The equations (12.22) determining the signature matrixΣ of an equiangular tight
frame ofn vectors forCd each involve variableszjk from each row/column ofΣ .
The number of these variables can be reduced by considering areduced signature
matrix Σ̂ (Proposition 12.3). Here we consider necessary equations that involve only
variables from principal submatrices ofΣ = [zjk]. These have been used to good
effect by Sz̈ollősi [Sz̈o14] to investigate the existence of complex equiangular tight
frames with small numbers of vectors. We now consider these ideas.

The Gramian of an equiangular tight frame ofn unit vectors forCd, n> d, has
the form

Q= I +αΣ =














1 αz12 αz13 · · · αz1n

αz12 1 αz23 · · · αz2n

αz13 αz23 1
...

...
...

αz1n αz2n 1














, α =

√

n−d
d(n−1)

, |zjk|= 1,

(12.52)
whereP := d

nQ is a rankd orthogonal projection matrix (see§12.6). In particular,

(i) The (d+1)× (d+1) minors ofI +αΣ are zero, giving
( n

d+1

)2
equations.

FromP2 =P, i.e.,dQ2−nQ= 0, a block matrix calculation (see Exer. 12.15) gives

(ii) If Qn−r is a principal submatrix ofQ = I +αΣ of sizen− r, 0≤ r ≤ n
2,

then
rank(dQ2

n−r −nQn−r)≤ r.

For a givenr, this gives
( n

r+1

)2
equations.

Less obvious equations involving principal submatrices ofΣ of sizen−2, can
be obtained from the equations (12.22) which characterise equiangular tight frames,
by using the following identity for the triple product of three flat vectors inC2.

Lemma 12.2.Let x,y,z∈ C2, with |x1|= |x2|= |y1|= |y2|= |z1|= |z2|= 1, then

〈x,y〉〈y,z〉〈z,x〉= |〈x,y〉|2+ |〈y,z〉|2+ |〈z,x〉|2−4.

Proof. By direct calculation, using the fact thatξ = 1/ξ , when|ξ |= 1. ⊓⊔
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With zj j := 0, the equations (12.21), which characterise equiangular tight frames,
can be written

(n−2d)

√

n−1
d(n−d)

zab =
n

∑
s=1

s6=a,b

zaszsb− (n−1)δab, 1≤ a,b≤ n.

Thus, for 1≤ a,b≤ n−2, we have

cab := (n−2d)

√

n−1
d(n−d)

zab−
n−2

∑
s=1

s6=a,b

zaszsb+(n−1)δab = 〈va,vb〉, (12.53)

whereva := (za,n−1,za,n) ∈ C2. Since eachva is flat, we can apply Lemma 12.2
to obtain equations which depend only on the principal submatrix of the signature
matrix Σ = [zjk] of sizen−2.

Theorem 12.19.([Sz̈o14]) Let n≥ 5 and Σ = [zjk] be the signature matrix of an
equiangular tight frame of n vectors forCd, n> d (here zj j = 0, zjk = zk j, j 6= k).
For 1≤ a,b≤ n−2, a 6= b, define

cab := (n−2d)

√

n−1
d(n−d)

zab−
n−2

∑
s=1

s6=a,b

zaszsb, a 6= b, caa = 2. (12.54)

ThenΣ satisfies

c jkckℓcℓ j = |c jk|2+ |ckℓ|2+ |cℓ j |2−4, 1≤ j,k, ℓ≤ n−2. (12.55)

Proof. By Lemma 12.2, withx = v j , y = vk, z= vℓ, we have (12.55), where the
formula (12.53) definingcab can be written as (12.54). ⊓⊔

In [Szö14], the equations (i), (ii) and (12.55) for an(n−2)× (n−2) principal
submatrix of the Gramian was used to give a description of allpossible sets ofn
tight complex equiangular lines inC3. We now outline what they are.

Example 12.67.There exists a unique set ofn tight equiangular lines inC3 (up to
projective unitary equivalence) forn = 3 (orthonormal basis) andn = 4 (vertices
of the tetrahedron). Forn= 5 there are no tight equiangular lines (Example 12.57).
For n= 6 there are tight real equiangular lines given by the diagonals of the regu-
lar icosahedron (Example 12.39). Further, a calculation (using Groebner bases) of
the possible 4× 4 principal submatrices, shows that all the Gramian matrices for
equiangular tight frames six vectors inC3 have the (reduced signature) form
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G(1)
6 (a) =

1√
5

















√
5 1 1 1 1 1

1
√

5 a −a −1 1

1 a
√

5 1 −a −1

1 −a 1
√

5 a −1

1 −1 −a a
√

5 1

1 1 −1 −1 1
√

5

















, a∈ C, |a|= 1.

Forn= 7, there is a unique set of 7 equiangular lines (given by the harmonic frame
for the(7,3,1)–difference set). Forn= 8, there are no tight equiangular lines inC3

(the equations have no solution). Forn= 9, there is a one parameter family of SICs
(see [BW07], [Zhu12], [Sz̈o14]).

Example 12.68.For C4, sets ofn tight equiangular lines are known forn = 4,5
(orthonormal basis, simplex),n= 7,13 (harmonic frames given by difference sets),
n= 8 (Example 12.63), andn= 16 (a SIC). There are no tight equiangular lines for
n= 6 (Example 12.57), and so we can pose the following elementary open problem:

Is there an equiangular tight frame of 9 vectors forC4?

12.19 Mutually unbiased bases ands–angular tight frames

For an equal–norm frameΦ (or set of lines), its set ofanglesis

Ang(Φ) := {|〈v,w〉| : v,w∈Φ are are not scalar multiples}.

It is said to bes–angular (or hassangles) if Ang(Φ) hasselements.
The 1–angular frames/lines are precisely the equiangular frames/lines, and MUBs

are 2–angular tight frames. We now generalise Theorem 12.2.

Theorem 12.20.Let Φ be a set of n unit vectors inCd (d > 1) giving a system of n
(distinct) lines with s angles A= Ang(Φ), and

pv(x) := 〈x,v〉k ∏
α∈A\0

|〈x,v〉|2−α〈x,x〉
1−α

, k :=

{

1, 0∈ A;

0, 0 6∈ A.

Then the polynomials{pv}v∈Φ are linearly independent, and hence

n≤
{(d+s−1

s

)2
, 0 6∈ A;

(d+s−1
s

)(d+s−2
s−1

)
, 0∈ A.

(12.56)
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Proof. Eachpv is a polynomial which is homogeneous of degrees in x1, . . . ,xd and
is homogeneous of degrees−k in x1, . . . ,xd. The spaceΠ ◦s,s−k(C

d) of such polyno-

mials has complex dimension
(s+d−1

d−1

)(s−k+d−1
d−1

)
(see Exer. 6.17). By construction,

δw(pv) = pv(w) = δv,w, v,w∈Φ ,

so the{pv}v∈Φ are linearly independent, and we obtain (12.56). ⊓⊔

Remark 12.1.The same argument gives the following bound for vectors giving sys-
tems of lines inRd

n≤
{(2s+d−1

d−1

)
, 0 6∈ A;

(2s+d−2
d−1

)
, 0∈ A.

(12.57)

Example 12.69.For nonorthogonal equiangular lines (s= 1, 0 6∈ A), (12.56) and
(12.57) give Theorem 12.2.

Example 12.70.Spherical two–distance sets (and tight frames) are 2–angular frames
for Rd (see§12.14). The estimate of the maximum size of a spherical two–distance
set inRd given by (12.57) has a higher order of growth ind than that given by
Theorem 12.14 (though it is exact ford = 2).

Example 12.71.The highly symmetric tight frames given by finite reflection groups
(see§13.8,§13.10) ares–angular tight frames withs small(see Tables 13.1, 13.2).

For the 2–angular frame give bym mutually unbiased bases forCd (see§2.11),
the bound (12.56) gives

md≤
(

d+1
2

)(
d
1

)

=
1
2

d2(d+1) =⇒ m≤ 1
2

d(d+1).

The following argument of [WF89] gives the sharper boundm≤ d+1.

Proposition 12.12.LetB be m mutually unbiased bases forCd. Then m≤ d+1.

Proof. Let Pv be the orthogonal projection ontov∈ Cd, so thatPv− I
d is a traceless

Hermitian operator. SinceB∈B is an orthonormal basis,∑v∈B Pv = I , so that the
matricesPv− I

d , v ∈ B are linearly dependent and span a spaceVB of dimension
≤ d−1. The spacesVB, B ∈B are orthogonal in the Frobenius norm, since forv
andw in mutually unbiased bases, we have

〈Pv−
I
d
,Pw−

I
d
〉= trace(PvPw)−

1
d

trace(Pv)−
1
d

trace(Pw)−
1
d2 trace(I)

=
1
d
− 2

d
+

1
d
= 0.

The dimension of the real vector space of traceless of Hermitian operators isd2−1.
Thus a dimension count gives dim(⊕B∈BVB≤m(d−1)≤ d2−1= (d+1)(d−1),
and cancellingd−1 gives the result. ⊓⊔



320 12 Equiangular and Grassmannian frames

12.20 Mutually unbiased bases and Hadamard matrices

We now investigate MUBs in more detail. First consider the case of two MUBs(v j)
and (w j) for Cd. The synthesis operator of this tight frame(v j)∪ (w j) is [V,W],
whereV = [v j ], W = [w j ], and so its Gramian has the form

[V,W]∗[V,W] =




V∗V V∗W

W∗V W∗W



=




I V ∗W

W∗V I



 .

Thus, to understand two MUBs up to unitary equivalence, it suffices to consider the
d×d matrixV∗W. This leads to the following connection with Hadamard matrices.

Lemma 12.3.Two orthonormal bases(v j) and (w j) for Cd are mutually unbiased
if and only if

H :=
√

dV∗W =
√

d








〈w1,v1〉 · · · 〈wd,v1〉
...

. . .
...

〈w1,vd〉 · · · 〈wd,vd〉








(12.58)

is a (complex) Hadamard matrix (of size d).

Proof. If V = [v j ] andW = [w j ] are the synthesis operators of orthonormal bases
for Cd, i.e.,V∗V = I andWW∗ = I , thenH :=

√
dV∗W satisfies

H∗H = d(W∗V)(V∗W) = dW∗(VV∗)W = dWW∗ = dI.

Thus(v j) and(w j) are mutually unbiased if and only ifH has entries of modulus 1,
i.e.,H is a Hadamard matrix. ⊓⊔

We will refer to theH of (12.58) as theHadamard matrix of (v j) and (w j).
Conversely, ifH is a (complex) Hadamard matrix of sized, then

Q=




I 1√

d
H

1√
d
H∗ I



 (12.59)

is the Gramian of two mutually unbiased bases forCd. This follows sinceQ has the
correct form, and is a tight frame forCd, sinceP= 1

2Q is an orthogonal projection
of rankd, by the calculation

P2 =
1
4




I + 1

dHH∗ 1√
d
H + 1√

d
H

1√
d
H∗+ 1√

d
H∗ 1

dHH∗+ I



=
1
2




I 1√

d
H

1√
d
H∗ I



= P.
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Two MUBs for Cd are determined up to unitary equivalence by their
Hadamard matrix, and each Hadamard matrix corresponds to two MUBs.

The vectors(v j) and(w j) can be multiplied by unit scalars(α j) and(β j) so that
the Hadamard matrix of (12.58) has each entry of it first row and column 1. This is
called adephased Hadamard matrix. In this way, each pair of MUBs corresponds
to auniquedephased Hadamard matrix: onceα1 is chosen the remaining scalars are
determined by

〈βkwk,α1v1〉= 1, 1≤ k≤ d, 〈β1w1,α jv j〉= 1, 2≤ j ≤ d, (12.60)

with each choice ofα1 giving the same dephased Hadamard matrix, which we call
thedephased Hadamard matrix of(v j) and (wk).

Proposition 12.13.Two mutually unbiased bases forCd are uniquely determined
up to projective unitary equivalence by their dephased Hadamard matrix.

Proof. Let (v j) and(w j) be mutually unbiased bases forCd. We already observed
that their dephased Hadamard matrix is projectively unitarily invariant. Indeed, by
solving (12.60), we see that the( j,k)–entry of the dephased Hadamard matrix is the
4–product

〈βkwk,α jv j〉= 〈wk,v j〉〈v j ,w1〉〈w1,v1〉〈v1,wk〉.
It therefore suffices to show that(v j) and(w j) are determined (up to projective

unitary equivalence) by their dephased Hadamard matrixH. This follows from the
formula (12.59), which gives the GramianQ of a frame that is projectively unitarily
equivalent to(v j)∪ (w j). ⊓⊔

Hadamard matricesH1 andH2 are said to beequivalent if there are unitary di-
agonal matricesΛ1 = diag(α j), Λ2 = diag(β j) and permutation matricesPσ , Pτ ,
with

H1 = Λ−1
1 P−1

σ H2PτΛ2

In particular, For the Hadamard matrixH =
√

d[〈wk,v j〉] of (12.58) is equivalent to

Λ−1
1 P−1

σ HPτΛ2 = Λ−1
1 [〈wτk,vσ j〉]τΛ2 = [〈βkwτk,α jvσ j〉].

Thus we have:

Two MUBs for Cd are determined up to projective unitary equivalence by
their dephased Hadamard matrixH, and are determined to projective unitary
equivalence after a reordering byH up to Hadamard matrix equivalence.

A catalogue of complex Hadamard matriceswas given in [TZ06a], and an online
version (for 2≤ d≤ 16) is maintained by Bruzda, Tadej andŻyczkowski.
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Example 12.72.For d = 2,3,5 there is a unique complex Hadamard matrix of size
d up to equivalence, which is given by the Fourier matrix (see [Haa97], which uses
the language ofmaximal abelian∗–algebras). For d = 4, there is one–parameter
family of inequivalent Hadamard matrices given by

F(1)
4 (a) =











1 1 1 1

1 ieia −1 −ieia

1 −1 1 −1

1 −ieia −1 ieia











, 0≤ a< π.

Motivated by this example, it was conjectured that there is aunique Hadamard
matrix of sized (up to equivalence), given by the Fourier matrix, whend is a prime.
However, this is not the case for primesp≥ 7 (see the discussion of [Szö10]).

Example 12.73.The Hadamard matrices of sized= 6 have not been fully classified.
There is evidence that their variety has dimension 4 (see [SNS09], [Sz̈o12]).

Let H bed×d matrix with complex entries of unit modulus. Then then equations

H∗H = dI

characterise whenH is a Hadamard matrix. These are the analog of the equations
Σ2− (λ1+λ2)Σ− (n−1)I = 0 for the signature matrix of a equiangular tight frame
(Corollary 12.1). Define the dephased form ofH as for when it is a Hadamard matrix




1 1∗

1 Ĥ



 , 1= (1, . . . ,1)t ∈ Rd−1, Ĥ ∈ C(d−1)×(d−1).

We callĤ (which has unit modulus entries) thereduced Hadamard matrix of H.
The analogue of the equations of Proposition 12.3 is as follows.

Proposition 12.14.Let Ĥ be the reduced Hadamard matrix of a d×d matrix with
entries of unit modulus. Then̂H gives a d×d Hadamard matrix if and only if

1. Ĥ∗Ĥ = dI−J, J := 1∗1.
2. 1 is an eigenvector of̂H and ofĤ∗ for eigenvalue−1.

Proof. Block multiplication of the condition for being a Hadamard matrix gives




1 1∗

1 Ĥ





∗


1 1∗

1 Ĥ



=




d 1∗+1∗Ĥ

1+ Ĥ∗1 11∗+ Ĥ∗H



= dI =




d 0

0 dId−1



 .

Equating the blocks gives 1, and that1 is an eigenvector of̂H∗ for eigenvalue−1.
By considering the conditionHH∗ = dI instead, we conclude that1 must also be an
eigenvector ofĤ (for eigenvalue−1). ⊓⊔
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By using Lemma 12.2 (as in Theorem 12.19), one can obtain necessary equations
for being a Hadamard matrix that depend only of the submatrices ofH of sized−2
(see [Haa97]). We now briefly consider how to go fromtwomutually unbiased bases
(a Hadamard matrix) tothreeor more.

Theorem 12.21.There are m mutually unbiased bases forCd if and only if there
are m−1 Hadamard matrices H2, . . . ,Hm of size d, for which the12(m−1)(m−2)
matrices

1√
d

H∗j Hk, 2≤ j < k≤m,

have entries of modulus of1.

Proof. LetV1, . . . ,Vm be the synthesis maps formmutually unbiased basesB1, . . . ,Bm

for Cd. Let H j be the Hadamard matrix forB1 andBm, i.e.,Hm =
√

dV∗1 Vm. Then
the Hadamard matrix forB j andBk is

H jk :=
√

dV∗j Vk =
√

dV∗j (V1V
∗
1 )Vk =

1√
d
(
√

dV∗1 Vj)
∗(
√

dV∗1 Vk) =
1√
d

H∗j Hk.

Thus all the Hadamard matrices for theB1, . . . ,Bm are determined byH2, . . . ,Hm

by the above formula for 2≤ j < k≤m. These matrices satisfy

H∗jkH jk =
1
d
(H∗j Hk)(H

∗
k H j) =

1
d

H∗j (dI)H j =
1
d

H∗j (dI)H j = dI,

and so are Hadamard (giving mutually unbiased bases) if and only if they have
entries of modulus 1. ⊓⊔

The condition thatH∗j Hk have entries of constant modulus, gives the following
concrete construction for the mutually unbiased bases.

If H2, . . . ,Hm are the Hadamard matrices of Theorem 12.21, then the columns
of thed×d matrices

I ,
1√
d

H2, . . . ,
1√
d

Hm

givem mutually unbiased bases forCd.

Example 12.74.For the three MUBs forC2 of Example 2.18, i.e.,

B1=
{




1

0



 ,




0

1





}

, B2=
{ 1√

2




1

1



 ,
1√
2




1

−1





}

, B3=
{ 1√

2




1

i



 ,
1√
2




1

−i





}

,

the Hadamard matrices of Theorem 12.21 (which are all equivalent) are

H1 =




1 1

1 −1



 , H2 =




1 1

i −i



 , with H23=
1√
2

H∗2H3 =
1√
2




1+ i 1− i

1− i 1+ i



 .
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12.21 Examples of MUBs

Let F be thed×d Fourier matrix as defined by (2.5), i.e.,

Fjk := ω jk, j,k∈ Zd, ω := e
2π i
d .

The columns ofF are an orthonormal basis forCd. SinceF has entries of constant
modulus, this basis is mutually unbiased to the standard basis (ej). This still holds
if the rows/columns ofF are multiplied by unit scalars. In this way, we seek further
mutually unbiased bases. Suitable scalars can be describedin terms of the diagonal
matrixRof §14.7, which is given by

Rjk := µ j( j+d)δ jk, j,k∈ Zd, µ := e
2π i
2d . (12.61)

This matrix plays a key role in the description of the known SICs (see Chapter 14).

Theorem 12.22.Let F be the d×d Fourier matrix, R be the d×d diagonal matrix
given by (12.61), and define orthonormal bases by

E := {ej}, Bℓ := {RℓFej}.

Then forℓ,m∈ Zd, the following pairs are mutually unbiased bases

1. {Bℓ,E }.
2. {Bℓ,Bm}, ℓ−m∈ Z∗d.

In particular, for d a prime,E ,B0, . . . ,Bd−1 are d+1 mutually unbiased bases.

Proof. We have already observed thatBℓ andE are mutually unbiased, since

|〈RℓFek,ej〉|= |(RℓF) jk|=
1√
d
.

To show thatBℓ andBk are mutually unbiased, we require

|〈RℓFek,R
mFej〉|= |(F−1Rℓ−mF) jk|=

1√
d
, a := ℓ−m∈ Zd,

i.e., the matrixF−1RaF , a ∈ Zd, has entries of constant modulus (fora 6= 0). In
other words,Ha :=

√
dF−1RaF is a Hadamard matrix. This can be done by a direct

calculation using Gauss sums (see Exercise 12.19), or as follows.
A calculation (see Exer. 12.19) with Gauss sum shows that

(F−1RaF) jk = µa(d−1)ωa+ j−k(F−1RaF) j,k−a. (12.62)

SinceF−1RaF is circulant (it is diagonalised by the Fourier matrix), this implies
that it has entries of constant modulus whena is a unit (and so generatesZd). ⊓⊔
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Example 12.75.For d = 3, the diagonal matrix isR= diag(1,ω2,ω2), ω = e
2π i
3 .

Thus four mutually unbiased bases forC3 are given by the standard basis, together
with the columns of the matrices

F =
1√
3








1 1 1

1 ω ω2

1 ω2 ω







, RF =

1√
3








1 1 1

ω2 1 ω

ω2 ω 1







, R2F =

1√
3








1 1 1

ω ω2 1

ω 1 ω2







.

Example 12.76.For d = 6 (which is not a prime power), any pair of (cyclically)
consecutive basesB0, . . . ,B5 are mutually unbiased. ThereforeE together with
any consecutive pairB j ,B j+1 givesthreemutually unbiased bases forC6.

A long standing open question is theMUB problem:

Do there exist more than three mutually unbiased bases inC6?

There are various constructions ofd+1 MUBs forCd whend is a prime, or a
prime power (see [GR09]). All of these constructions are cases of a construction of
[CCKS97] based onsymplectic spreadsandZ4–Kerdock codes, which gives many
projectively unitarily inequivalent sets ofd+ 1 MUBs for Cd, whend is anodd
power of two. We now give the construction of [WF89] (also see [KR04]).

Example 12.77.Let d = pn be an odd prime power,Fd be the Galois field of orderd
(viewed as an extension ofZp), with field tracetr : Fd→ Zp. Defined×d matrices

Va =
1√
d

[
ω tr(a j2+ jk)]

j,k∈Fd
, a∈ Fd.

ThenI , Va, a∈ Fd, are the synthesis maps ofd+1 mutually unbiased bases forCd.
For d = p> 2, the field trace is the identity, and so the matricesVa are given by

Va = R2aF, a∈ Zd,

which are the bases of Theorem 12.22 (since 2 is a unit).

Example 12.78.Let d = 2n be an even prime power, andR be the Galois ring
GR(22,n) with Teichm̈uller setTn and trace tr :R → Z4. Defined× d matrices
by

Wa =
1√
d

[
itr(a j2+2 jk)]

j,k∈Tn
,

ThenI , Wa, a∈Tn, are the synthesis maps ofd+1 mutually unbiased bases forCd.

The examples of this section can be viewed as the eigenvectors of orthogonal (in
the Frobenius inner product) commuting (up to a scalar) unitary matrices, e.g., see
[BBRV02], [KR04], [GR09], Exer. 14.17 and Theorem 12.22)
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Notes

There is currently considerable activity on determining estimates of the maximal
numberM(d) of real equiangular lines inRd (see§12.8 and Table 12.3), e.g.,
[Gre16] reduced the bound for equiangular lines inR18 from 48− 61 to 48− 60,
then [Sz̈o17] improved it to 54− 60, [BY14] give bounds onM(d) obtained by
semidefinite programming, and [Buk16], [BDKS16] give asymptotic estimates ind
for when the angleα is fixed. Maximal relative projection constants and equiangular
tight frames are studied in [FS17].

There are various internet sites with lists of equiangular tight frames (also see
[FM15]), and the associated geometric structures, such asdifference sets, Steiner
systems, strongly regular graphsandHadamard matrices. An excellent resource is
the talks and follow up preprints on the webpage of the workshopSystems of Lines:
Applications of Algebraic Combinatoricsorganised by Bill Martin.

Thanks to Alexander Barg, Peter Cameron, Simon Foucart, Gary Greaves, John
Jasper, Ferenc Szöllősi and Wei-Hsuan Yu for many insightful discussions.

Exercises

12.1.Show that the dimension of the real vector space ofd×d Hermitian matrices
is 1

2d(d+1) whenF= R, and isd2 whenF= C.

12.2.Suppose that(Pj)
n
j=1 are the projections onto a set of equiangular lines inFd,

d > 1, with constantC= α, and the identity can be written asI = ∑n
j=1c jPj .

(a) Show thatc j =
d
n , ∀ j.

(b) Show that
n(1−dα2) = d(1−α2),

and henceα2 < 1
d ,

n=
d(1−α2)

1−α2 , α2 =
n−d

d(n−1)
.

12.3.Suppose that( f j) is a finite normalised tight frame ofnonzerovectors forFd

(d≥ 2) which satisfy the equiangularity condition

∣
∣
∣〈 f j

‖ f j‖
,

fk
‖ fk‖
〉
∣
∣
∣=C, j 6= k.

Show that( f j) is an equal–norm frame, i.e., it is an equiangular tight frame.

12.4.Show that the 28 unit vectors of (12.6) are equiangular.

12.5.Let Φ = ( f j) ben unit vectors inR2. Show that (12.3) can be sharpened to
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M∞(Φ) := max
j 6=k
|〈 f j , fk〉| ≥ cos

(π
n

)

>

√

n−2
2(n−1)

, n> 3

with equality if and only if thef j are the firstn vertices of the regular 2n–gon (up to
multiplication by±1), i.e., they given equally spaced lines inR2.

12.6.Show that ifΦ = ( f j) is a unit–norm tight frame ofn vectors forFd which
minimises

M∞(Φ) := max
j 6=k
|〈 f j , fk〉|,

then so is the complementary tight frameΨ = (g j) for Fn−d (scaled appropriately).

12.7.Let Φ be the nontight equiangular frame of five vectors forR3 given byΓ the
5–cycle (see§12.13).
(a) Calculate the minimal angle between the five lines given by Φ , Φ̃ , andΦcan.
(b) Show the vectors inΦ lie on five of the six diagonals of the regular icosahedron.
Remark:Since the solution to the Grassmannian packing problem for five lines in
R3 is given by five diagonals of the regular icosahedron (see [CHS96]), we conclude
thatΦ is anontightGrassmannian frame.
(c) Show thatΦcan is the harmonic frame given by the fifth roots of unity.
Hint: The vertices of the regular icosahedron are given by the cyclic permutations
of the vector(0,±1,±c), wherec= 1+

√
5

2 is thegolden ratio.

12.8.If a (nontight) sequence of unit vectors defines a set of equiangular lines, then
does the dual frame define a set of equiangular lines?

12.9.Suppose that(v j) is a set ofn flat equiangular lines (see Proposition 12.1).
Let A be the Gram matrix of the rank one orthogonal projectionsv1v∗1, . . . ,vnv∗n and
e1e∗1, . . . ,dde∗d (with the Frobenius inner product), i.e.,

A=




α2J+(1−α2)In 1

dJ

1
dJ Id



 , J = [1].

(a) Row reduceA to an upper triangular matrixB (to determine its rank).
(b) Show thatn+d−1≤ rank(A)≤ n+d, andΦ is tight when rank(A) = n+d−1.

12.10.Let (va, j) be the Steiner equiangular tight frame of Theorem 12.4 givenby
a (2,3,ν)–Steiner systemB on pointsV (a Steiner triple system), and Hadamard
matricesH(a), a∈ V . Show that the vectors

(ṽa, j)a∈V ,1≤ j≤r+1∪ (w̃ℓ)1≤ℓ≤ν+1

given by (12.17) and (12.18) form an equiangular tight framefor Cβ ⊕CV ⊕C, with
angleα = 1

r+2.
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12.11.(Conference matrices) LetΣ = iC be ann×n complex signature matrix with
off diagonal entries±i. HereC has zero diagonal and off diagonal entries±1.
(a) Show thatC=−CT , i.e.,C must be skew–symmetric.
(b) Show thatΣ gives an equiangular tight frame ofn vectors forCd if and only if
CTC= (n−1)I , i.e.,C is skew–symmetric conference matrix, wheren= 2d.

12.12.Let C be a skew–symmetric conference matrix of sizen+1 in the standard
form

C=




0 1∗

−1 A



 , 1 := (1,1, . . . ,1).

These exist forn = 2k−1 (Example 12.63) andn = pm an odd prime power with
n≡ 3 (mod 4) (with A the Seidel adjacency matrix (12.64) of the Paley digraph).
(a) Show thatA satisfiesA2 = J−nI andAJ= JA= 0, whereJ = 11∗.
(b) Show that then×n matrix

Σ :=
1√

n+1

(
±(J− I)+ i

√
nA
)

(12.63)

is the signature matrix of an equiangular tight frame ofn vectors forCd, where
d = n±1

2 (n= 2d∓1).
(c) Show thatΣ +ζ I , ζ = 1√

n+1
(
√

ni±1), is ann×n complex Hadamard matrix.

12.13.Let q= pm = 4m−1 be a (necessarily odd) prime power. LetSbe the set of
all nonzero squares in the Galois field GF(q), i.e.,

S:= {x2 : x∈GF(q),x 6= 0}.

This is a(4m−1,2m−1,m−1)–difference set forG := (GF(q),+)∼=Zm
p , i.e., gives

an equiangular harmonic frame of 4m−1 vectors forC2m−1 (by Theorem 12.3).
Denote the nonsquares inG by N := G\ (S∪{0}). Theq×q matrix given by

A jk :=







0, j = k;

1, j−k∈ S;

−1, j−k∈ N,

(12.64)

is the Seidel adjacency matrix of the Paley digraph.
(a) Show thatS∪{0} is a(4m−1,2m,m)–difference set forG.
(b) Show thatN andN∪{0} are difference sets forG.
(c) Show that there are equiangular tight frames of 4m−1 vectors forC2m−1 and
C2m for which the inner products between their vectors have a constant real part.
(d) Show that there is an equiangular tight frame of 4m vectors forC2m.

12.14.Let Σ̂ be the reduced signature matrix of an equiangular tight frame of n>
d+1 vectors forRd, which corresponds (by Theorem 12.12) to a strongly regular
graph
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srg
(
n−1,k,

3k−n
2

,
k
2

)
, k :=

1
2

n−1+
(
1− n

2d

)
√

d(n−1)
n−d

.

Show that the complementary equiangular tight frame ofn vectors forRn−d has
reduced signature matrix−Σ̂ , and so is given by the complementary strongly regular
graph, which has the parameters

srg(n−1,n−k−2,
2n−3k−6

2
,
n−k−2

2
).

12.15.The Gramian matrixQ of an equiangular tight frame ofn unitvectors forCd

satisfiesdQ2−nQ= 0. Show that this implies

rank(dQ2
n−r −nQn−r)≤ r,

whereQn−r is any principal submatrix ofQ of sizen− r, 0≤ r < n.

12.16.Let G be the Gramian of an equiangular tight frame ofn unit vectors forCd,
andU be then×n matrix

U := I −2
d
n

G.

(a) Show thatU is Hermitian, unitary, with constant diagonal entries 1− 2d
n and

constant modulus off diagonal entries.
(b) Suppose thatU is an n× n Hermitian unitary matrix with constant diagonal
entriesλ = 1−2d

n ∈ [−1,1] and constant modulus off diagonal entries. Show that

G :=
n
2d

(I −U)

is the Gramian of an equiangular tight frame ofn unit vectors forCd.
Remark:A matrix B is unistochasticif it has the formB jk = |U jk|2, for U unitary.
Such aB is bistochastic(its rows and columns sum to 1). The above correspondence
between equiangular tight frames and unistochastic matrices with constant diagonal
and constant modulus off diagonal entries is considered by [GT16].

12.17.Let (v j) be a unit norm tight frame ofn vectors forFd.
(a) For 0< p< 2, show that

∑
j
∑
k

|〈v j ,vk〉|p≤
(n2

d −n)
p
2

(n2−n)
p
2−1

+n,

with equality if and only if(v j) is an equiangular tight frame.
(b) For 2< p< ∞, show that

∑
j
∑
k

|〈v j ,vk〉|p≥
(n2

d −n)
p
2

(n2−n)
p
2−1

+n,
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with equality if and only if(v j) is an equiangular tight frame.
(c) Show that forp= 2 equality holds in the inequalities of parts (a) and (b).

12.18.Let H1 and H2 be d× d (complex) Hadamard matrices. By (12.58), these
are given by pairs of MUBs forCd with synthesis operators[V1,W1] and [V2,W2].
Suppose that these two pairs of MUBs are projectively unitarily equivalent up to
a reordering which maps the respective bases to each other, i.e., there is a unitary
mapU , unitary diagonal matricesΛ1 = diag(α j), Λ2 = diag(β j), and permutation
matricesPσ , Pτ , with

U [V1,W1] = [V2,W2]




PσΛ1

PτΛ2



 . (12.65)

(a) Show that the condition (12.65) is equivalent toH1 and H2 being Hadamard
matrix equivalent.
(b) Use the fact that a pair of MUBs forCd is determined up to projective unitary
equivalence by its frame graph and the nonzero 4–products (the 4–cycles span the
frame graph) to show thatH1 andH2 are Hadamard matrix equivalent if and only if

(H1) jk(H1)kℓ(H1)ℓm(H1)m j = (H2)σ j,τk(H2)σk,τℓ(H2)σℓ,τm(H2)σm,τ j ,

for some permutationsσ ,τ ∈ Sd. In particular, the multiset

{H jkHkℓHℓmHm j : 1≤ j,k, ℓ,m≤ d}

must be the same for all equivalent Hadamard matricesH.

12.19.Gauss sums. Let F andRbe given by (2.5) and (12.61), anda∈ Z∗d be a unit.
SinceF−1RaF is diagonalised by the Fourier matrixF , it is a circulant matrix.
(a) Show that the entries ofF−1RaF aregeneralised Gauss sums, i.e.,

(F−1RaF) jk =
1
2d

G(a,ad+2(k− j),2d), G(a,b,c) :=
c−1

∑
n=0

e
2π i
c (an2+bn).

(b) Letb be the multiplicative inverse of a unitb∈ Z∗d. Show that

G(a,ad+2(k− j),2d) =

{

2ω d−1
2 a(k− j)2G(2a,0,d), d odd;

µ−a( d
2+a(k− j))2G(a,0,2d), d even.

(c) Since 2a is a unit ford odd, anda is odd ford even, the formulas for classical
Gauss sums give

|G(2a,0,d)|=
√

d, d odd, |G(a,0,2d)|=
√

2
√

2d, d even.

Use this to prove that the entries ofF−1RaF have constant modulus.



Chapter 13
Tight frames generated by nonabelian groups

If G is a finiteabeliangroup, then there are afinite number of tightG–frames, i.e.,
the harmonic frames (see§11). If G is nonabelian, then there is anuncountable
number of unitarily inequivalentG–frames (see Proposition 10.1). To illustrate this,
consider the smallest nonabelian groupG= D3 = 〈a,b〉 ∼= S3, the dihedral group of
order 6, acting onR2 as unitary transformations via:

a= rotation through2π
3 , b= reflection in thex–axis. (13.1)

Then (see Fig. 13.1), for each of the unit vectorsvθ := (cosθ ,sinθ), 0≤ θ ≤ π
6 , the

tight D3–frames(gvθ )g∈D3 are unitarily inequivalent (since their angles differ).

Fig. 13.1: The unitarily inequivalent tightD3–frames given byvθ , for θ = 0, π
12,

π
6 .

Here we study the tightG–frames(gv)g∈G for G nonabelian by:

• Showing that(gv)g∈G corresponds to an element of the group algebraCG.
• Putting additional restrictions on(gv)g∈G to obtain afinite set ofG–frames, e.g.,

thecentral G–frames and thehighly symmetric G–frames.
• Investigating nonabelian groupsG which come as projective representations of

nice groups. These give interesting tight frames, e.g., allthe known SICs are
G–frames for a projective representation of an abelian group(see§X).

331
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13.1 The identification of theG–matrices with the group algebra

Let G be a finite group. By Corollary 10.2,(φg)g∈G is a normalised tightG–frame
if and only if its Gramian is aG–matrix which is a projection. To understand such
projections, we now consider the structure of the algebra ofG–matrices.

Definition 13.1.Given a functionν : G→ C, let M(ν) be theG–matrix

M(ν) := [ν(g−1h)]g,h∈G. (13.2)

The group algebra CG of G, is the algebra obtained from the complex vector
space with basis the elements ofG, and the multiplication given by extending the
multiplication inG linearly.

Proposition 13.1.(G–matrix algebra) Let G be a finite group. Then the G–matrices
form an algebra, i.e., the sum and product of G–matrices is again a G–matrix. This
algebra is isomorphic to the group algebraCG, via the map

π : M(ν) 7→ ∑
g∈G

ν(g)g. (13.3)

Proof. Clearly,M is an injective linear map fromCG onto theG–matrices, which
therefore form a vector space. The product ofG–matrices is aG–matrix since

M(ν)M(µ) = M(ν ∗µ), (ν ∗µ)(g) := ∑
h∈G

ν(gh)µ(h−1), (13.4)

and so theG–matrices form an algebra.
Let eg : G→C, g∈G be the standard basis vectors forCG. In view of the natural

vector space isomorphism betweenCG andCG, it follows that

g 7→M(eg), g∈G (13.5)

gives a vector space isomorphism betweenCG and theG–matrices. Further, this is
an isomorphism of algebras sinceM(eg1)M(eg2) = M(eg1 ∗eg2) where

(eg1∗eg2)(g)= ∑
h∈G

eg1(gh)eg2(h
−1)= eg1(gg−1

2 )= eg1g2(g) =⇒ eg1∗eg2 = eg1g2.

Finally, we observe that the inverse of this isomorphism (13.5) is (13.3). ⊓⊔
The corresponding element of the group algebra for the threeequally spaced unit

vectors viewed as anS3–frame was calculated in Example 10.5.
We observe that the Hermitian transpose of aG–matrix is given by the formula

M(ν)∗ = M(ν̃), ν̃(g) := ν(g−1). (13.6)

Next we characterise the Gramians of the normalised tightG–frames when viewed
as elements of the group algebra via (13.3).
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13.2 Tight G–frames as idempotents of the group algebra

We now show that:

The normalised tightG–frames, i.e., theG–matrices which are orthogonal
projections, correspond to idempotents of the group algebraCG.

Proposition 13.2.(Characterisation) The normalised tight G–framesΦ = (φg)g∈G

are in a1–1 correspondence with the elements p= ∑gcgg of the group algebraCG
satisfying cg−1 = cg, ∀g∈G, and p2 = p, i.e.,

∑
h∈G

chch−1g = cg, ∀g∈G, (13.7)

given by
P= Gram(Φ) = M(ν) ←→ p= ∑

g
ν(g)g, (13.8)

whereν(g) = 〈φg,φ1〉= 〈gφ1,φ1〉.
Proof. Here (13.8) is the correspondencep= πP of Proposition 13.1. SinceΦ is a
normalised tight frame if and only if its Gramian is an orthogonal projection matrix
(Corollary 10.2), it suffices to determine the conditions onp= ∑gcgg∈ CG which
ensure thatP is an orthogonal projection, i.e.,P∗ = P, P2 = P. By (13.6), the first
condition is thatcg = cg−1. Since theπ of (13.3) is an isomorphism of algebras, the
second condition is that

p2 = ∑
h1∈G

∑
h2∈G

ch1ch2h1h2 = ∑
g∈G

cgg= p.

This can be rewritten as (13.7). ⊓⊔

Example 13.1.Let G=C3 = 〈a〉 be the cyclic group of order 3. The first condition
givesc1 ∈R (this always the case) andca2 = ca. The second condition (13.7) is that

c2
1+caca2 +ca2ca = c1, c1ca+cac1+c2

a2 = ca, c1ca2 +c2
a+ca2c1 = ca2.

Solving these equations gives the following six choices forp

0,
1
3
(1+a+a2),

1
3
(1+ωa+ω2a2),

1
3
(2−ω2a−ωa2),

1
3
(2−a−a2), 1.

The ranks of the corresponding orthogonal projectionsP are 0,1,1,2,2,3.

Example 13.2.The SIC of (1.7) viewed as aG–frame forG= 〈S,Ω〉 corresponds to

∑
g

ν(g)g= 1
4
√

3

(√
3I +S+Ω − iSΩ −

√
3(−I)− (−S)− (−Ω)+ i(−Sω)

)
.
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13.3 Characters of nonabelian groups

The (linear) characters of an abelian group generalise as follows.
The character of a representationρ : G→ GL(H ) of a finite groupG (or the

FG–moduleH ) is the mapχ = χρ : G→ C defined by

χ(g) := trace(ρ(g)).

Thedegreeof χ is deg(χ) := dim(H ). A character is said to beirreducible if the
corresponding representation is irreducible. The character χ of G satisfies

• χ is constant on the conjugacy classes ofG.
• χ(g−1) = χ(g).
• χ(1) = deg(χ) = dim(H ).

Characters are important in study ofCG–modules, in particular

• CG–modules areCG–isomorphic if and only if they have the same character.
• If χ is a character ofG, thenχ is a character ofG.

The following example motivates the class ofcentral G–frames(see§13.4).

Proposition 13.3.Let W be an irreducibleCG–module of dimension d. Suppose
that there is a unitary action of G onH ∼=Wd =W⊕·· ·⊕W (CG-isomorphism).
Then all normalised tight G–framesΦ for H are unitarily equivalent, with

P= Pχ := Gram(Φ) = [ν(g−1h)]g,h∈G, ν(g) :=
χ(1)
|G| χ(g), (13.9)

whereχ is the character of W.

Proof. Without loss of generality, assume the actionρ onW is unitary, and that the
unitary action onV =Wd is given by

g· (w1, . . . ,wd) := (ρ(g)w1, . . . ,ρ(g)wd).

Let Vj be the absolutely irreducible subspace of vectors

v j = (0, . . . ,w j , . . . ,0), w j ∈W,

which are zero in all but thej–th coordinate (and the zero vector). Clearly, these are
orthogonal, andσ j : Vj →W : v j 7→ w j is aCG–isomorphism.

Let v=∑ j v j ∈⊕ jVj . By Theorem 10.8,Φ = (gv)g∈G is a normalised tight frame
for H if and only if

‖v j‖2 = ‖w j‖2 =
d
|G| , 〈σ jv j ,σkvk〉= 〈w j ,wk〉= 0, j 6= k.

Thus theν : G→ C defining the GramianP of theG–frameΦ is given by
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ν(g) := 〈gv,v〉= 〈g∑
j

v j ,∑
k

vk〉= ∑
j
〈gvj ,v j〉=

d
|G|∑j

〈ρ(g)w j ,w j〉
‖w j‖2

=
dim(W)

|G| trace(ρ(g)) =
χ(1)
|G| χ(g).

⊓⊔
By Theorem 10.6 (or from the proof of Proposition 13.3), it follows that the

unique normalised tightG-frameΦ for H ∼=Wd, W an irreducibleCG–module of
dimensiond and characterχ , can be realised by

Φ = Φχ :=

√

χ(1)
|G|

(
ρ(g)

)

g∈G, 〈A,B〉= trace(AB∗), (13.10)

whereρ : G→U (Cd) is a unitary representation equivalent toW.

Example 13.3.Let G=D3
∼=S3 be the dihedral group of order 6 (see Example 10.3),

and order its elements 1,a,a2,b,ab,a2b. An irreducible representation ofD3

ρ : D3→U (C2)⊂ C2×2≈ C4

with characterχ = (2,−1,−1,0,0,0) is given by

ρ(1)=




1 0

0 1



≈











1

0

0

1











, ρ(a)=




ω 0

0 ω2



≈











ω

0

0

ω2











, ρ(a2)=




ω2 0

0 ω



≈











ω2

0

0

ω











,

ρ(b)=




0 1

1 0



≈











0

1

1

0











, ρ(ab)=




0 ω

ω2 0



≈











0

ω

ω2

0











, ρ(a2b)=




0 ω2

ω 0



≈











0

ω2

ω

0











,

whereω := e
2π i
3 . Thus from (13.10) we obtain the normalised tightD3–frame

Φ =
1√
3

(











1

0

0

1











,











ω

0

0

ω2











,











ω2

0

0

ω











,











0

1

1

0











,











0

ω

ω2

0











,











0

ω2

ω

0











)

for C4, which hasP= Gram(Φ) = [1
3χ(g−1h)]g,h∈D3.
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13.4 CentralG–frames

TheG–frame of Proposition 13.3 with GramianP= [ν(g−1h)]g,h∈G has the property
thatν : G→ C is aclass function, i.e., is constant on the conjugacy classes ofG.
The irreducible characters form a basis for the vector spaceof class functions onG,
andν is a class function if and only if

∑
g∈G

ν(g)g∈ Z(CG), (13.11)

whereZ(CG) denotes the centre of the group algebraCG.

Definition 13.2.A G–frameΦ = (φg)g∈G is said to becentral if ν : G→C defined
by

ν(g) := 〈φg,φ1〉= 〈gφ1,φ1〉
is a class function.

In view of Proposition 13.3 and (13.11), each of the following conditions on a
G–frameΦ with Gram(Φ) = [ν(g−1h)]g,h∈H are equivalent to it being central

• ν is a class function.
• ∑g∈G ν(g)g∈ Z(CG).
• Gram(Φ) is in the centre of the algebra of group matrices.
• The symmetry condition〈gv,hv〉= 〈gw,hw〉, ∀g,h∈G, ∀v,w∈Φ .

For G abelian, allG–frames are central (the conjugacy classes are singletons),
and so the centralG–frames are a generalistion of the harmonic frames.

We will show (Theorem 13.1) that there are a finite number of tight centralG–
frames (for a givenG). To this end, consider the homogeneous normalised tight
centralG–frame of Proposition 13.3, which has Gramian

Pχ := [ χ(1)
|G| χ(g−1h)]g,h∈G = χ(1)

|G| M(χ), (13.12)

whereχ is an irreducible character ofG. Sinceχ is a class function, the idempotent
pχ ∈ CG that it corresponds to (via Proposition 13.2) is in the centre of the group
algebra, i.e.,

pχ :=
χ(1)
|G| ∑

g∈G

χ(g)g∈ Z(CG). (13.13)

Moreover, for different characters, these homogeneousG–frames are orthogonal
(Theorem 10.7), and so the product of their Gramians is zero (Lemma 5.1), which
gives

pχ j pχk = 0, χ j 6= χk. (13.14)

Thus, if χ1, . . . ,χr are the irreducible characters ofG, then{pχ j}1≤ j≤r is a
basis of (orthogonal) idempotents forZ(CG).
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13.5 The classification of central tightG–frames

The central tightG–frames can be characterised in terms of the Gramian.

Theorem 13.1.(Classification) Let G be a finite group with irreducible characters
χ1, . . . ,χr . ThenΦ is a central normalised tight G–frame if and only if its Gramian
is given by

Gram(Φ) = ∑
j∈J

Pχ j = M
(

∑
j∈J

χ j(1)
|G| χ j

)

, (13.15)

for some J⊂ {1, . . . , r}, where Pχ is defined by (13.12), and M by (13.2).

Proof. The two formulas given for Gram(Φ) are equal. SincePχ j Pχk = 0, j 6= k,
the first gives the Gramian of a normalised tightG–frame, and this is central (by
the second formula). Thus, it suffices to assume thatΦ is a central normalised tight
G–frame, and to show thatP := Gram(Φ) = M(ν) is given by (13.15).

SinceΦ is central,ν is a class function, and so the idempotentp = ∑g ν(g)g
corresponding toP is in Z(CG). Write p in terms of the basis{p j}1≤ j≤r , p j := pχ j

for CG
p= ∑

j
α j p j , α j ∈ C.

Sincep is an idempotent, (13.14) gives

p2 = ∑
j
∑
k

α jαkp j pk = ∑
j

α2
j p j = p= ∑

j
α j p j =⇒ α2

j = α j .

Henceα j ∈ {0,1}, andp= ∑ j∈J p j , whereJ := { j : α j = 1}. We therefore have

P= π−1(p) = π−1(∑
j∈J

pχ j

)
= ∑

j∈J
Pχ j .

⊓⊔
TheG–frameΦ of Example 13.3 is a central normalised tightD3–frame forC4

(by construction). Excluding the frame(0)g∈G, there are six others. More generally:

For a given finite groupG with r distinct irreducible characters there are 2r−1
nontrivial central normalised tightG–frames (up to unitary equivalence).

Theorem 13.1 leads to the following count.

Corollary 13.1. Suppose there is a unitary action of G on the complex spaceH .
Then either

1. There is no G–frame forH (H is notCG–isomorphic to a submodule ofCG).
2. There is one tight G–frame forH (which is central)
3. There are uncountably many tight G–frames forH (none of which are central).
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Proof. In terms of the the homogeneous decompositionH =⊕W∈W WaW of (10.28),
the three cases are

1. aW > dim(W), for someW (apply Proposition 10.4).
2. aW ∈ {0,dim(W)}, for all W (apply Proposition 13.3).
3. 1< aW < dim(W), for someW (apply Proposition 10.1).

In the second case,J = { j : χ j = char(W) andaW = dim(W), W ∈W } in (13.15),
where char(W) is the character ofW. ⊓⊔

The character ofH can be determined from anyG–orbit which spansH .

Proposition 13.4.Let P= M(ν) be the canonical Gramian of a G–frame forH .
Then the characterχ of the representation is given by

χ(g) = ∑
h∈G

ν(h−1gh).

In particular, if the G–frame is central, thenχ = |G|ν .

Proof. By Corollary 10.3, we can assume that theG–frame is(Peg)g∈G, with

g(Peh) = egh, H = ran(P).

Since(Peh)h∈G is a normalised tight frame, the trace formula (Exercise 2.13) gives

χ(g) = ∑
h∈G

〈gPeh,Peh〉= ∑
h∈G

〈Pegh,eh〉= ∑
h∈G

Ph,gh = ∑
h∈G

ν(h−1gh).

If ν is a class function, thenν(h−1gh) = ν(g), and we getχ(g) = |G|ν(g). ⊓⊔
For the orthogonal projectionsPχ of (13.12) given by irreducible charactersχ ,

the conditionP2
χ = Pχ , and the orthogonality relation

Pχ j Pχk = 0, χ j 6= χk,

can be expressed using (13.4) as

χ ∗χ =
|G|

χ(1)
χ , (13.16)

(χ j ∗χk)(g) = ∑
h∈G

χ j(gh)χk(h
−1) = 0, ∀g∈G (χ j 6= χk). (13.17)

These formulas for the convolution of irreducible characters are well known. The
special caseg= 1 in (13.17) gives the orthogonality of characters (11.5), i.e.,

〈χ j ,χk〉 :=
1
|G| ∑h∈G

χ j(h)χk(h) = 0, = δ jk. (13.18)
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13.6 The idempotents and the homogeneous decomposition

The (orthogonal) idempotentspχ of (13.13), or, more precisely, the idempotents

qχ := pχ =
χ(1)
|G| ∑

g∈G

χ(g−1)g∈ Z(CG). (13.19)

play a very special role in the homogeneous decomposition ofa CG–moduleV
(Lemma 10.2). ForW an irreducibleCG–module with characterχ , we recall the
homogeneous componentof V is

HV(χ) = HV(W) := ∑
X⊂V
X∼=W

X.

Let Ĝ denote the irreducible characters ofG. We now state (and prove) the well
known formula for the homogeneous components.

Theorem 13.2.Let G be a finite group, and V be aCG–module. Then the direct sum
decomposition of V into it homogeneous components is given by

V =
⊕

χ∈Ĝ

qχV, (13.20)

i.e., HV(χ) = qχV, where the sum is orthogonal if the action of G on V is unitary.

Proof. Let W be ad–dimensional irreducible with characterχ . We will first show
that

qχw= w, ∀w∈W. (13.21)

For this, we can assume that the action ofG is unitary (Corollary 10.1). As in the
proof of Proposition 13.3, choosew1, . . . ,wd ∈W so that(gv)g∈G, v= (w1, . . . ,wd)

is a central normalised tightG–frame forWd, i.e.,〈gv,v〉 = χ(1)
|G| χ(g). Herew1 can

beanynonzero element ofW, up to a scalar multiple. We calculate

qχv= ∑
g∈G

χ(1)
|G| χ(g−1)gv= ∑

g∈G

〈g−1v,v〉gv= ∑
g∈G

〈v,gv〉gv= v.

Taking the first component givesqχw1 = w1, which gives (13.21).
As in Lemma 10.2, writeV as a direct sum

V =V1⊕V2⊕·· ·⊕Vm,

of irreducibleG–invariant subspaces (which are orthogonal if the action isunitary).
Using the propertiesq2

χ = qχ andqχ j qχk = 0, χ j 6= χk it follows that∑χ∈Ĝqχ = 1
(apply∑χ qχ to the irreducible submodulesW of CG), which gives (13.20). ⊓⊔
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13.7 An illustrative example

We now return to our motivating example of the nonabelian group G= D3 = 〈a,b〉
of order 6 acting onR2 via (13.1), i.e.,

a :=




−1

2
1
2

√
3

−1
2

√
3 −1

2



 , b :=




1 0

0 −1



 . (13.22)

The conjugacy classes ofG are{1},{a,a2},{b,ab,a2b}. Since the action ofG is
irreducible, the orbitΦ = (gw)g∈G of any vector

w :=
1
3

(
x
y

)

, x2+y2 = 1

is a normalised tight frame, with Gramian theG–matrixP= M(ν), given by

ν(1) = 1
3, ν(a) =−1

6, ν(a2) =−1
6, ν(b) = 1

3x2− 1
3y2,

ν(ab) =−1
6x2− 1√

3
xy+ 1

6y2, ν(a2b) =−1
6x2+ 1√

3
xy+ 1

6y2.

It is easy to verify (13.7) holds, e.g., forg= 1, we have

ν(1)2+ν(a)ν(a2)+ν(a2)ν(a)+ν(b)2+ν(ab)2+ν(a2b)2 =
1
3
(x2+y2)2 = ν(1).

From Proposition 13.4, we can determine the characterχ of the representation

χ(1) = 6ν(1) = 2, χ(a) = χ(a2) = 3ν(a)+3ν(a2) =−1,

χ(b) = χ(ab) = χ(a2b) = 2ν(b)+2ν(ab)+2ν(a2b) = 0.

With the order 1,a,a2,b,ab,a2b, the characters ofG are

χ1 =













1

1

1

1

1

1













, χ2













1

1

1

−1

−1

−1













, χ3 =













2

−1

−1

0

0

0













. (13.23)

Thus we can deduce fromP that the action ofG is irreducible withχ = χ3. With qχ j

the idempotents of (13.19), Theorem 13.2 givesqχ1V = qχ2V = 0, qχ3V =V, i.e.,

I +a+a2± (b+ab+a2b) = 0, 2
6(2I −a−a2+0(b+ab+a2b)) = I .

wherea andb are defined by (13.22).
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13.8 The highly symmetric tight frames

For the irreducible action ofG = D3 on R2 given by (13.1) there are uncountably
many inequivalentG–frames (see Figure 13.1). None of these are central, since the
only centralD3–frame forR2 is the one obtained by taking the charactersχ1 andχ2

of (13.23), which results in three copies of an orthogonal basis. We would like to
think of the six equally spaced unit vectors(θ = π

6 ), which has a larger symmetry
group than the others, as being aG–frame worth singling out. This leads to the
notion of ahighly symmetricframe.

Definition 13.3.A finite frame Φ of distinct vectors ishighly symmetric if the
action of its symmetry group Sym(Φ) is irreducible, transitive, and the stabiliser of
any one vector (and hence all) is a nontrivial subgroup whichfixes a subspace of
dimension exactly one.

We recall that the action of the symmetry group of a finite frame is given by (9.1).
If Φ is a highly symmetric frame, then (by the orbit size theorem)

|Sym(Φ)|> |Φ |.

As defined, a highly symmetric frame hasdistinct vectors, and so it may not be a
group frame (Theorem 10.4) unless the vectors are repeated some fixed number of
times, e.g., it is naturally a Sym(Φ)–frame.

Since a frame is highly symmetric if and only if the canonicaltight frame is, it
suffices to consider only the highly symmetric tight frames.The key features of the
class ofhighly symmetric tight framesare:

• There is afinitenumber of highly symmetric tight frames ofn vectors forCd.
• They can be computed from the representations of abstract groups.
• It is possible to determine whether or not a given tight frameis highly symmetric.
• Some harmonic frames are highly symmetric tight frames.
• The vertices of the regular complex polytopes are highly symmetric tight frames.
• All finite reflection groups give highly symmetric tight frames.

There are no highly symmetric frames forC1 (by definition), so we letd > 1.

Example 13.4.(Equally spaced vectors) The three equally spaced unit vectors inR2

are a highly symmetric tightC3–frame (each vector is fixed by the reflection through
the line it lies on). The six equally spaced unit vectors are ahighly symmetric tight
D3–frame, as discussed above. More generally, then equally space unit vectors are
a highly symmetric tightCn–frame, andDn/2–frame also, whenn is even.

Example 13.5.(Harmonic frames) The standard orthonormal basis{ej} for Fd is
not a highly symmetric tight frame, since its symmetry groupfixes e1 + · · ·+ ed

(and so its action is not irreducible). On the other hand, thevertices of the regular
d–simplex always are (the three equally spaced vectors is thecased = 2). Since
both of these frames are harmonic, we conclude that a highly symmetric tight frame
may or may not be harmonic.
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13.9 The construction of highly symmetric tight frames

We now show that up to similarity:

There is a finite number of highly symmetric frames ofn vectors forFd.

Theorem 13.3.(Finiteness) Fix n≥ d. There is a finite number of highly symmetric
normalised tight frames of n vectors forFd (up to unitary equivalence).

Proof. SupposeΦ is a highly symmetric normalised tight frame ofn vectors forFd.
Then it is determined, up to unitary equivalence, by the representation induced by
Sym(Φ), and a subgroupH which fixes only the one–dimensional subspace spanned
by some vector inΦ . There is a finite number of choices for Sym(Φ) since its order
is at mostn(n−1) · · ·(n−d+1) (Exercise 9.2), and hence (by Maschke’s theorem) a
finite number of possible irreducible representations. As there is only a finite number
of choices forH, it follows that the class of such frames is finite. ⊓⊔

This yields the following algorithm, which can be implemented in a symbolic
algebra package such asMagma(see the worked example that follows). We denote
thestabiliserof v by Stab(v) = StabG(v) := {g∈G : gv= v}.

Algorithm: To construct all highly symmetric tight framesΦ of n vectors inFd.

1. Start with an abstract group G.This corresponds to Sym(Φ) or an appropriate
subgroup, so that|G| dividesn! andn< |G| ≤ n(n−1) · · ·(n−d+1).

2. Take all faithful irreducible representationsρ : G→GLd(F).
There is a finite number of these, and they can be computed.

3. Find (up to conjugacy) all subgroups H ofρ(G) which fix a subspacespan{v},
v 6= 0. Then{gv}g∈G is a highly symmetric tight frame of|G|/Stab(v) vectors.
No other subgroups of Stab(v) need be considered.

4. Determine which of the highly symmetric tight frames obtained are unitarily
equivalent (up to a reordering).

Example 13.6.(Magma calculation) LetG be the solvable group<18,3> , for
whichMagmagives the presentation

G= 〈g1,g2,g3 : g2
1 = g3

2 = g3
3 = 1,g−1

1 g3g1 = g2
3〉.

The representations ofG overC can be computed:

G:=SmallGroup(18,3);
r:=AbsolutelyIrreducibleModules(G,Rationals());

There are six of dimension 1, and three of dimension 2, the first given by

rho:=Representation(r[7]); rG:=ActionGroup(r[7]);
a:=rG.1=rho(G.1); b:=rG.2; c:=rG.3; sg:=Subgroups(rG);
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a= ρ(g1) =




0 1

1 0



 , b= ρ(g2) =




ω2 0

0 ω2



 , c= ρ(g3) =




ω2 0

0 ω



 ,

whereω := e
2π i
3 . The subspace fixed by a (nontrivial) subgroupH given by sg

can be found by the commandNullspaceMatrix(M-Id) , whereMis a block
matrix of generators forH andId is the corresponding identity block matrix. Thus,
we obtain two highly symmetric tight frames:

6 vectors: v= v1 = (1,0), Stab(v1) = 〈bc〉,
9 vectors: v= v2 = (1,1), Stab(v2) = 〈a〉,

which are a cross and a cube (see Example 13.10). These are theonly highly sym-
metric tight frames we obtain, since the eighth representation is not faithful, and
ρ(G) is the same for the seventh and ninth.

Example 13.7.There are no highly symmetric tight frames of five vectors inC3.
Such a tight frame would have a symmetry group of order a multiple of 5, which is
at most 5·4 ·3 = 60. A computer search over all groups in this range shows there
is no such frame. By way of contrast, the tight frame of five vectors inC3 with the
largest symmetry group is the vertices of atrigonal bipyramid, which has symmetry
group of order 12 (see Example 9.12).

13.10 Complex polytopes and finite reflection groups

Then equally spaced unit vectors can be viewed as the vertices of the regularn–gon.
We now investigate the highly symmetric tight frames which come as the vertices
of (regular) complex polytopes (which include then–gon and the Platonic solids).
The main idea is that by imposing enough regularity (symmetries must map flags to
flags), the symmetry group is generated by (complex) reflections, which leads to a
complete classification via the symmetry group.

A transformationg ∈ GLd(F) is a (complex) reflection (or pseudoreflection)
if it has finite orderm and rank(g− I) = 1, i.e.,g fixes a hyperplaneH, and maps
somev 7→ ωv wherev 6∈ H is nonzero andω is a primitive m–th root of unity.
The terminology and geometric motivation comes fromRd with ω = −1. A finite
subgroup ofGLd(F) is areflection group if it is generated by its reflections.

Frames are sequences of vectors (points), whereas polytopes, such as the Platonic
solids, have points, lines (through points), and faces, etc. The technical definition (to
follow), specifies thesej-faces( j = 0,1, . . .) as affine subspaces ofFd, together with
some combinatorial properties motivated by the caseR3. Of course, such a face is
the affine hull of the vertices it contains, and it is convenient to move between the
two. For complex spaces, a line (1–face) may containmorethan two points, which
challenges one’s intuition.



344 13 Tight frames generated by nonabelian groups

Definition 13.4. (see [Sch04]) Ad–polytope–configurationis a finite familyP of
affine subspaces ofFd of dimensionsj =−1,0,1, . . . ,d, calledelementsor j–faces,
ordered by inclusion⊂, which form lattice with the properties

(i) If Fj−1 ⊂ Fj+1 are j − 1 and j + 1 faces, then there areat leasttwo j–faces
contained between them. (Modified diamond condition)

(ii) If F ⊂G are faces, then there is a sequence of facesF =H0⊂H1⊂ ·· · ⊂Hk =
G with dim(H j) = dim(F)+ j, ∀ j. (Connectedness)

For brevity, we call such aP a complex polytope. We now follow the usual
practice and translateP so that the barycentre (average of the vertices) is zero.
This allows the vertices to be thought of as vectors, and ensures that the affine maps
of the vertices to themselves are linear (and ultimately unitary).

Definition 13.5.Thesymmetry group Sym(P) of ad–polytope–configurationP
(with barycentre 0) is the group ofg ∈ GLd(F) which map the elements ofP to
themselves.

In particular, ifΦP is the points (vectors) ofP, then Sym(P) is a subgroup of
Sym(ΦP) (viewed as linear transformations ofFd).

Definition 13.6.A flag of d–polytope–configurationP is a sequenceF of faces
with

F = (F−1,F0,F1, . . . ,Fd), F−1⊂ F0⊂ F1⊂ ·· · ⊂ Fd, dim(Fj) = j, ∀ j,

andP is regular if Sym(P) is transitive on the flags ofP.

Shephard [She52], [She53] showed the symmetry group of a regular complex
polytope is an irreducible reflection group, and classified all such polytopes via
their symmetry groups. More precisely, letF be a flag of a regular complex
polytopeP, and c j be the centre of thej–faceFj , i.e., the average of its ver-
tices. Then there are generating reflectionsr0, . . . , rd−1 for Sym(P) wherer j fixes
c0, . . . ,c j−1,c j+1, . . . ,cd and mapsFj to another j–face, i.e.,r j mapsF to a flag
which differs only in thej–face.

A parabolic subgroup of a finite reflection groupG⊂GLd(F) is the pointwise
stabiliser of a subsetV ⊂ Fd. Steinberg’s fixed point theorem ([Ste64]) says that a
parabolic subgroup is a finite reflection subgroup.

Theorem 13.4.The vertices of the regular complex polytopes are highly symmetric
tight frames. In particular, the vertices of the regular complex polytopes can be
constructed from their abstract symmetry groups (which contains the corresponding
reflection group).

Proof. Let P be a regular complex polytope, andΦ = ΦP be its vertices. View
G = Sym(Φ) as a subgroup ofGLd(F). ThenH = Sym(P) is a subgroup ofG,
which is irreducible and transitive on the flags, and in particular is transitive on
the verticesΦ . Thus,Φ will be a highly symmetric (tight) frame provided that
StabH(v)⊂ StabG(v) fixes a space of dimension exactly one for eachv∈Φ .
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Fix a vertexv∈Φ . SinceH is a reflection group, Steinberg’s fixed point theorem
implies that StabH(v) is the group generated by all the reflections which fixv. If F
is a flag withF0 = {v}, then thed−1 generating reflectionsr1, . . . , rd−1 fix v, and
so the subspace fixed by them all is one-dimensional (and equal to span{v}). Thus
StabG(v) fixes only span{v}. ⊓⊔

Corollary 13.2. If G⊂GLd(F) is an irreducible finite reflection group, then(gv)g∈G

is a highly symmetric tight frame forFd if and only if H= Stab(v) is a maximal
proper parabolic subgroup.

Proof. Since the parabolic subgroups are generated by reflections,and reflections
fix a hyperplane, the setV fixed by a maximal proper parabolic subgroup must be a
one–dimensional subspaceV = span{v}, v 6= 0. ⊓⊔

In [ST54] (cf. [LT09]) all finite reflection groups were classified. Essentially, they
appear as the symmetry groups of “semi–regular” complex polytopes. In the next
subsections we outline the highly symmetric tight frames which can be obtained
from the (imprimitive and primitive) finite reflection groups.

13.10.1 Imprimitive groups (ST 1-3)

A representation ofG onFd is imprimitive if Fd is a direct sumFd =V1⊕·· ·⊕Vm

of nonzero subspaces, such that the action ofG onFd permutes theVj , otherwise it is
primitive . The Shephard–Todd classification of theimprimitiveirreducible complex
reflection groups consists of three infinite families (ST 1–3) given by the groups
G(m, p,d), wherem> 1, p |m, and

|G(m, p,d)|= mdd!/p.

These are available inMagmavia ImprimitiveReflectionGroup(m,p,d) ,
and can be constructed (cf. [LT09]) as a group of unitary transformations

G(1,1,d) = 〈r1, r2, . . . , rd−1〉,
G(m,m,d) = 〈s, r1, r2, . . . , rd−1〉,
G(m,1,d) = 〈t, r1, r2, . . . , rd−1〉,
G(m, p,d) = 〈s, t p, r1, r2, . . . , rd−1〉, 1< p< m, p |m

wherer j swapsej andej+1, t is the reflectione1 7→ ωe1, ω = e
2π i
m , ands= t−1r1t,

i.e.,

r1 =








0 1

1 0

I







, t =








ω

1

I







, s=








0 ω

ω 0

I







, (13.24)
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whereI is the identity matrix of sized−2. The three infinite families are:

ST 1: G(1,1,d+1)∼= Sd+1 acting on thed–dimensional subspace of vectors in
Fd+1 which are orthogonal toe1+ · · ·+ed+1.

ST 2: G(m, p,d), m,d > 1, p |m, (m, p,d) 6= (2,2,2) acting onCd.
ST 3: G(m,1,1)∼= Zm acting onC.

There are no highly symmetric tight frames forC, so only ST 2 and ST 3 can
give highly symmetric tight frames. We now give some indicative examples.

Example 13.8.(m–distance tight frame) LetG = G(1,1,d+ 1) ∼= Sd+1 act on the
d–dimensonal subspaceH = (e1+ · · ·+ed+1)

⊥ of Fd+1 via σej = eσ j , and

wm := e1+ · · ·+em−
m

d+1−m
(em+1+ · · ·+ed+1), 1≤m≤ d.

Then|Stab(wm)|= m!(d+1−m)!, soΦm := {gwm}g∈G is a highly symmetric tight
frame of

(d+1
m

)
vectors for thed–dimensional spaceH , with Sd+1 ⊂ Sym(Φm).

These are the only possibilities. This frameΦm is the standard m–distance tight
frameof §12.16. Form= 1, we obtain the simplex with vertices given byΦ1. For
the other cases, the vectors ofΦm are the barycentres of the(m−1)–faces of this
simplex, and soΦd is also a simplex. The special casem= 2, d = 3 gives the six
vertices of the octahedron (which have symmetry groupS4×Z2).

Example 13.9.(28 equiangular lines inR7) The special case of Example 13.8 where
G= G(1,1,8) acts on the vector

v= 3w2 = (3,3,−1,−1,−1,−1,−1,−1).

gives an orbit of 28 vectors inR7 which are an equiangular tight frame.

Example 13.10.(The generalised cross and cube) LetG= G(m,1,d), |G| = d!md,
and

vk := e1+ · · ·+ek, 1≤ k≤ d.

Thenvk has|Stab(vk)|= k!(d−k)!md−k, and so its orbit gives a highly symmetric
tight frame of

(d
k

)
mk vectors forRd. These are the only possibilities.

The extreme cases are the (generalised) cross(k= 1) andcube (k= d), which
are regular complex polytopes. These terms originate from the casem= 2, d = 3,
where we have theoctahedron(6 vertices), thecuboctahedron(12 vertices), and the
cube(8 vertices), respectively, andG= G(2,1,3) is Oh (the full octahedral group).
Form= 2, d = 4 (see Figure 13.2), the polytopes are thehexadecachoron(16–cell)
(8 vertices),octaplex(24–cell) (24 vertices), rectified tesseract(32 vertices), and
tesseract(16 vertices).

The cross and cube are harmonic frames, generated by the cyclic subgroups

〈r1r2 · · · rd−1t〉, 〈q1, · · · ,qd〉,

whereq j = (r1r2 · · · r j−1)
−1t(r1r2 · · · r j−1) is the reflectionej 7→ ωej .
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Fig. 13.2: Symbolic projections of the cross (hexadecachoron) and cube (tesseract) inR4.

The imprimitive reflection groups of the ST 2 family can be nested, (see [LT09]),
e.g.,

G(m, p,d)⊳G(m,1,d), G(m, p,2)⊳G(2m,2,2).

Hence, a highly symmetric tight frame obtained from an imprimitive reflection
groupG may be asubsetof one obtained for a larger imprimitive reflection group.

Example 13.11.(Nested irreducible reflection groups) Let

G= G(2,2,d), d > 2, |G|= 2d−1d! (Coxeter groupDd).

There are highly symmetric tight frames given by the orbits of e1 ande1+ · · ·+ed.
The first of these is the cross, which has a symmetry group larger thanG, namely
G(2,1,d). The second is thedemicube, a subset of half the vertices of the cube,
which has symmetry groupG(2,1,d).

13.10.2 Primitive reflection groups (ST 4-37)

There are 34 (exceptional) finite reflection groups in the Shephard–Todd classifica-
tion. Their numbers and rank (the dimension of the space theyact on) are

ST 4–22 (rank 2), ST 23–27 (rank 3), ST 28–32 (rank 4),

ST 33 (rank 5), ST 34–35 (rank 6), ST 36 (rank 7), ST 37 (rank 8).

Magmacalculations (see Tables 13.1 and 13.2) indicate the following behaviour:

• There are highly symmetric tight frames given by each primitive reflection group
(Theorem 13.4). Some are not the vertices of a regular complex polytope.

• These highly symmetric tight frames are not harmonic.
• They may or may not beG–frames (of distinct vectors).
• They have a small number of angle moduli.

We now highlight a few examples (with indicativeMagmacode).
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Example 13.12.(ST 23). All highly symmetric tight frames obtained from rank 2
reflection groups are group frames (of distinct vectors). This is not the case in higher
dimensions. LetG be the Shephard–Todd group 23,|G| = 120, for whichMagma
gives the generators

g1 =








−1 0 0

1
2(
√

5+1) 1 0

0 0 1







, g2 =








1 1
2(
√

5+1) 0

0 −1 0

0 1 1







, g3 =








1 0 0

0 1 1

0 0−1







,

which arenot unitary matrices. We obtain three highly symmetric tight frames:

12 vectors: v= (
√

5−1,0,2),

20 vectors: v= (
√

5+3,0,2),

30 vectors: v= (1,1,1),

which are the vertices of theicosahedron, dodecahedron, and icosidodecahedron.
The first of these is a group frame (for<12,3> ), and the other two are not.

Example 13.13.(24 vectors inC2). There are five regular complex polygons with
24 vertices. Their (flag to flag) symmetry groups are

ShephardTodd(6) =<48,33> , ShephardTodd(6) =<48,33> ,

ShephardTodd(5) =<72,25> , ShephardTodd(8) =<96,67> ,

ImprimitiveReflectionGroup(12,1,2) =<288,239> .

The four obtained from the primitive groups arenot harmonic. The fifth frame is a
generalised cross, which is harmonic.

In addition to these, there is a highly symmetric tight frameof 24 vectors (which
is not a polygon) that can be obtained from the group

G:=ShephardTodd(12)=<48,29> , G= 〈g1,g2,g3〉,

g1 :=
1
2




ω3−ω −ω3+ω

−ω3+ω −ω3+ω



 , g2 :=
1
2




ω3−ω ω3−ω

ω3−ω −ω3+ω



 , g3 :=




0 −ω

ω3 0



 .

and the vectorv= (1,ω3), whereω = e
2π i
8 . Similarly, this frame is not harmonic.

Let n be the number of vectors in a frameΦ with s angles Ang(Φ), andk be
the order of the group of scalar matrices which mapΦ to Φ . Then the estimate of
Theorem 12.20 implies that

n≤ b := k

{(d+s−1
s

)(d+s−2
s−1

)
, 0∈ Ang(Φ);

(d+s−1
s

)2
, 0 6∈ Ang(Φ).

(13.25)
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The following tables list the highly symmetric tight framesof n vectors forCd

given by the complex reflection groups ST 4–37, as calculatedin [BW13]. In these
we list the “small group library” number (when possible), the boundb of (13.25) on
the number of vectors (here (ℓ) denotes the number of lines when it is sharp), the
number of angless, and the groups for which it is group frame with distinct vectors
(when possible).

Table 13.1: The highly symmetric tight frames ofn vectors inC2 given by the primitive reflection
groups ST 4–22. Here (P) denotes a non-starry regular complex polytope.

ST d order n b s group frame

4 2 〈24,3〉 8 (P) 8 (4) 1 〈8,4〉
5 〈72,25〉 24 (P) 24 (4) 1 〈24,3〉, 〈24,11〉
6 〈48,33〉 16 (P) 16 (4) 1 〈16,13〉

24 (P) 24 (6) 2 〈24,3〉
7 〈144,157〉 48 48 (4) 1 〈48,47〉, 〈48,33〉

72 72 (6) 2 〈72,25〉
8 〈96,67〉 24 (P) 24 (6) 2 〈24,3〉, 〈24,1〉
9 〈192,963〉 48 (P) 48 (6) 2 〈48,4〉, 〈48,28〉, 〈48,29〉

96 (P) 160 4 〈96,67〉, 〈96,74〉
10 〈288,400〉 72 (P) 72 (6) 2 〈72,12〉, 〈72,25〉

96 (P) 144 3 〈96,54〉, 〈96,67〉
11 〈576,5472〉 144 144 (6) 2 〈144,69〉, 〈144,121〉,

〈144,122〉
192 288 3 〈192,876〉, 〈192,963〉
288 480 4 〈288,400〉, 〈288,638〉

12 〈48,29〉 24 40 4 〈24,3〉
13 〈96,192〉 48 80 4 〈48,28〉, 〈48,29〉

48 48 (6) 2 〈48,28〉, 〈48,33〉
14 〈144,122〉 48 (P) 72 3 〈48,26〉, 〈48,29〉

72 (P) 120 4 〈72,25〉
15 〈288,903〉 96 144 3 〈96,182〉, 〈96,192〉

144 240 4 〈144,121〉, 〈144,122〉
144 144 (6) 2 〈144,121〉, 〈144,157〉

16 〈600,54〉 120 (P) 120 (12) 3 〈120,5〉, 〈120,15〉
17 〈1200,483〉 240 (P) 240 (12) 3 〈240,93〉, 〈240,154〉

600 (P) 1440 8 〈600,54〉
18 〈1800,328〉 360 (P) 360 (12) 3 〈360,51〉, 〈360,89〉

600 (P) 900 5 〈600,54〉
19 〈3600,∗〉 720 720 (12) 3 〈720,420〉, 〈720,708〉

1200 1800 5 〈1200,483〉
1800 4320 8 〈1800,328〉

20 〈360,51〉 120 (P) 180 5 〈120,5〉
21 〈720,420〉 240 (P) 360 5 〈240,93〉

360 (P) 864 8 〈360,51〉
22 〈240,93〉 120 288 8 〈120,5〉
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Table 13.2: The highly symmetric tight frames ofn vectors inCd, 3≤ d≤ 8, given by the primitive
reflection groups ST 23–37. Here (P) denotes a non-starry regular complex polytope.

ST d order n b s group frame

23 3 120 12 (P) 18 1 〈12,3〉
20 (P) 72 2 -
30 300 4 -

24 336 42 120 3 〈42,2〉
56 450 4 -

25 648 27 (P) 27 (9) 1 〈27,3〉, 〈27,4〉
72 108 2 -

26 1296 54 (P) 54 (9) 1 〈54,8〉, 〈54,10〉, 〈54,11〉
72 (P) 108 2 -
216 1350 4 〈216,88〉

27 2160 216 1350 4 -
270 1890 5 -
360 9720 8 -

28 4 1152 24 (P) 80 2 〈24,1〉, 〈24,3〉, 〈24,11〉
96 9408 6 〈96,67〉, 〈96,201〉,

〈96,204〉
29 7680 80 160 2 〈80,30〉

160 800 3 -
320 7840 5 〈320,1581〉, 〈320,1586〉
640 251680 10 -

30 14400 120 (P) 1400 4 〈120,5〉, 〈120,15〉
600 (P) 1109760 15 〈600,54〉
720 3032400 18 -
1200 78330560 32 -

31 46080 240 800 3 -
1920 145200 9 〈1920,∗〉
3840 3162816 16 -

32 155520 240 (P) 240 (40) 2 -
2160 28224 6 -

33 5 51840 80 450 2 -
270 450 2 -
432 31752 5 -
1080 138600 7 -

34 6 39191040 756 * * *
* * * *

35 51840 27 441 2 〈27,3〉,〈27,4〉
72 252 2 -
216 213444 6 〈216,86〉, 〈216,88〉
720 232848 6 -

36 7 2903040 126 * * *
* * * *

37 8 696729600 240 * * *
* * * *
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13.11 Projective representations

The four equiangular vectorsΦ = (v,Sv,Ωv,SΩv) in C2 of (1.7) arenot the orbit of
a group of order four. Indeed, if this was so, then they would be a harmonic frame
(as all groups of order four are abelian), and hence have inner products inQ(i).

Nevertheless, sinceΩS= −SΩ , the groupH generated byS and Ω contains
the scalar matrix−I , and so isH = {±I ,±Ω ,±S,±SΩ}. Thus, we can think of
Φ as aH–frame (with vectors repeated), or as the orbit of the projective action of
G= H/〈−I〉 ∼= Z2×Z2 (for which the vectors are only defined up to a unit scalar
multiple). The natural way to describe these equivalent viewpoints is viaprojective
representationsof the index group G. We will see that:

• For a given projective representation ofG there is a canonical choice forH.
• A projective representation ofG can be calculated from the representations ofH.
• Many sets of equiangular lines come as projective orbits of irreducible actions.

Let G be a finite abstract group. Aprojective representation of G on a finite
dimensional vector spaceV (overF) is a group homomorphism

ρP : G→ PGL(V ) :=
GL(V )

C
, C := {c∈ F : c 6= 0}. (13.26)

HerePGL(V ) is theprojective linear group, i.e., the group invertible linear trans-
formations up to a nonzero scalar. The theory of representations (see§10.1) extends
in the obvious way. In particular, by an appropriate choice of inner product onV ,
the action of a projective representation can be taken to unitary.

Example 13.14.The matrices of (1.7) give a projective unitary representation of
Z2×Z2 via

G= Z2×Z2 7→ PU(C2) : ( j,k) 7→ [SjΩ k],

wherePU(Fd) is the projective unitary group , i.e., the quotient of the unitary
group by the subgroupC of unit modulus scalar matrices, and[SjΩ k] = SjΩ kC.

We now explain how a projective representation of a finite groupG onFd can be
associated with a finite groupH ∈GL(Fd). Let Eg be any matrix inρP(g) We recall
that ρP(g) is the set of all nonzero scalar multiples ofE. The factρP(g) has finite
order, i.e.,Ek

g = cI for some nonzero scalarc, does not imply thatEg has finite order.
This can be rectified by using the key observation:

There areexactly dscalings ofEg ∈GL(Cd) which have determinant 1, i.e.,

Êg =
ω j

det(Eg)1/d
Eg, j = 0,1, . . . ,d−1, (13.27)

where det(Eg)
1/d is any fixedd–th root of det(Eg), andω := e

2π i
d .
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13.12 The canonical abstract (error) group

Let Êg denote any of thed scalings of (13.27), so that

det(Êg) = 1, ∀g∈G.

Then thed|G|matricesH := {ω j Êg : j = 0, . . . ,d−1,g∈G} are distinct. Moreover,
they form a group, since

ÊgÊh = ŵg,hÊgh. ∀g,h∈G,

for someŵg,h ∈ C, and taking determinants of this gives

1= ŵd
g,h =⇒ ŵg,h ∈ {1,ω,ω2, . . .ωd−1}, ∀g,h∈G.

Thus, we arrive at the following definition.

Definition 13.7.Let ρP be an irreducible projective representation ofG onCd, and
Eg ∈ ρP(g), g∈G. Then associatedcanonical error group is

H := {ω j Êg : j = 0, . . . ,d−1, g∈G},

and the abstract version of this group is called thecanonical abstract error group.
We will call G the index group of H, andd is rank .

Since conjugation preserves the determinant, it follows that equivalent projective
representations have the same canonical abstract error group.

The actionρ of the canonical error groupH onCd is irreducible. Hence if this
action is taken to be unitary, then (by Theorem 10.6) the unitary matrices(Eg)g∈G

are an equal–norm tight frame forMd(C), i.e.,

A=
d
|G| ∑g∈G

〈A,Eg〉Eg, ∀A∈Md(C). (13.28)

Moreover, by (13.10), the tight frame(ρ(h))h∈H is acentral group frame.
The canonical error groupH is (particular)central extensionof G. It has centre

Z(H) = 〈ωI〉 ∼= Zd,

since if a matrix commutes with the spanning sequence(Eg)g∈G for Md(C), then it
commutes with all ofMd(C), and therefore is a scalar matrix (Schur’s lemma). Thus
a groupH can be a canonical (abstract) error group for at most one dimensiond.
Further, the index groupG of a canonical (abstract) error groupH is given by

G=
H

Z(H)
.
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13.13 Nice error frames

In applications, it is convenient to describe a projective representationρP of G in
terms of unitary matrices(Eg)g∈G, whereEg∈ ρP(g). A sequence(Eg)g∈G of unitary
matrices gives a faithful unitary projective representation ofG if and only if

1. E1 is a scalar multiple of the identityI , and no otherEg is.
2. EgEh = wg,hEgh, ∀g,h∈G, wherewg,h ∈ C.

Moreover, by Theorem 10.6, this projective representationis irreducible if and only
if (13.28) holds. By Theorem 6.1, this irreducibilty condition can be written as

3. ∑
g∈G

| trace(Eg)|2 = |G|.

ForG a group (of order≥ d2), a sequence(Eg)g∈G of unitary matrices inMd(C)
is anice (unitary ) error frame with index group G if it satisfies 1,2 and 3 (above).
Our discussion gives:

Proposition 13.5.Let G be a group and(Eg)g∈G be unitary matrices in Md(C).
Then the following are equivalent

1. (Eg)g∈G is a nice error frame for Md(C).
2. g 7→ Eg is a faithful irreducible projective representation of G ofdegree d.

In this case, the action of the canonical error group H onCd is a special unitary
faithful irreducible ordinary representation of the canonical abstract error group of
degree d.

Above (and to follow) we write the projective representation ρP of (13.26) as
g 7→ Eg, with the understanding thatEg ∈ ρP(g).

Example 13.15.(Nice error bases) When|G| = d2, the condition 3 of a nice error
frame reduces to

3. trace(Eg) = 0, g 6= 1, g∈G.

i.e., (13.28) is an orthogonal expansion. In the field of quantum error correcting
codes, an orthonormal expansion forMd(C) is called aerror operator basis and
a nice (unitary ) error basis, if the matrices come from a projective representation
(and are unitary) [Kni96a]. These were then generalised to nice error frames.

Example 13.16.ThePauli matrices (used to study spin in quantum mechanics)

σ1 = σx :=

(
0 1
1 0

)

, σ2 = σy :=

(
0 −i
i 0

)

, σ3 = σz :=

(
1 0
0 −1

)

, (13.29)

together with the identity, are a nice error basis for the 2×2 matrices, with index
groupZ2×Z2. They have determinant−1, and generate the group<16,13> of
order 16. The group generated by just the reflectionsσ1 andσ3 contains±iσ2, and
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is the dihedral group<8,3> . The canonical error group for the nice error basis
{I ,σ1,σ2,σ3} is

H = 〈iσ1, iσ2, iσ3〉,
which is thequaternian group<8,4> .

We now specify which nice error frames are considered to be “equivalent”.

Definition 13.8.Nice error frames(Eg)g∈G and(Fh)h∈H for Md(C) areequivalent
if there is bijectionσ : G→ H between their index groups, scalars(cg)g∈G and an
invertibleT ∈Md(C), such that

Fσg = cgT−1EgT, ∀g∈G. (13.30)

This is more general than theequivalenceof projective representations, where
G= H, and reindexing of the elements of(Eg)g∈G is not allowed.

Proposition 13.6.Equivalent nice error frames have thesamecanonical abstract
error group, and (in particular) the same index group.

Proof. Suppose nice error frames(Eg)g∈G and(Fh)h∈H for Md(C) are equivalent.
Then (13.30) scales to

F̂σg = T−1(ĉgEg)T, ∀g∈G,

whereĉg ∈ {1,ω,ω2, . . . ,ωd−1} (by considering determinants). Thus the canonical
error groups are conjugate viaT, and so are isomorphic. Since the index group is
the abstract error group factored by its centre, the nice error frames also have the
same index groups. ⊓⊔

Example 13.17.For d = 1, the only canonical abstract error group isH = 1.

Example 13.18.A nice error basis (projective representation ofZd×Zd) is given by

G= Zd×Zd 7→Md(C) : ( j,k) 7→ E( j,k) = SjΩ k,

whereS is thecyclic shift matrix, and isΩ themodulation matrix, given by

(S) jk := δ j,k+1, (Ω) jk = ω jδ j,k, ω := e
2π i
d .

This is the only nice error basis (up to equivalence) forMd(C) with index groupG=
Zd×Zd (cf. [BK73]). This nice error basis (which generalises the Pauli matrices)
plays a key role in the construction of SICs (see Chapter 14).It is known as the
Heisenberg nice error basis.

In §13.15, we outline howall nice error frames can be constructed usingMagma.
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13.14 Tensor products of nice error frames

Nice error frames can be constructed (and also deconstructed) is via tensor products.

Proposition 13.7.Let(Eg1)g1∈G1,(Fg2)g2∈G2 be nice error frames for Md1(C),Md2(C).
Then their tensor product

(Eg1⊗Fg2)(g1,g2)∈G1×G2

is a nice error frame for Md1d2(C). In particular, a product of index groups is an
index group. Moreover, the canonical error group is

H = {ω j(h1⊗h2) : 0≤ j < d−1,h1 ∈ H1,h2 ∈ H2}, ω := e
2π i
d , d := d1d2.

where H1,H2 are the canonical error groups of the nice error frames.

Proof. In view of Proposition 13.5, the first part follows from the basic theory of
(projective) representations. Alternatively, it can be verified directly, e.g., the tensor
product satisfies condition 3 of the definition of a nice errorbasis since

∑
(g1,g2)∈G1×G2

| trace(Eg1⊗Fg2)|2 = ∑
g1

∑
g2

| trace(Eg1) trace(Fg2)|2

=
(

∑
g1

| trace(Eg1)|2
)(

∑
g2

| trace(Fg2)|2
)

= |G| |H|= |G×H|.

The tensor product groupH1⊗H2 consists of scalar multiples of eachEg1 ⊗Eg2,
with determinant 1, but may not contain alld–roots of unity (ifd1 andd2 are not
coprime), and so we add these. ⊓⊔

Corollary 13.3. A product of index groups is an index group, and in particular, a
product of index groups for nice error bases is an index groupfor a nice error basis.

Example 13.19.Let K be a finite abelian group of orderd. SinceK is a product of
cyclic groups, it follows by taking tensor products of the Heisenberg nice error basis
(Example 13.18) thatG= K×K is the index group of a nice error basis forMd(C).

It can be shown (Theorem 13.5) that:

A nice error frame can have an abelian index group only if it isa nice error
basis.

Example 13.20.Taking the tensor product of the two nonabelian index groupsfor
d = 4, with the (abelian) index group ford = 2, gives two nonabelian index groups
for d = 8, i.e.,

<16,3> ×<4,2> = <64,193> , <16,11> ×<4,2> = <64,261> .
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13.15 Computing all nice error frames

Finding the centre of a finite groupH and its irreducible representations are fast
calculations, and a representation can always be made unitary. Thus the following
characterisation of abstract error groups gives rise to a practical algorithm for their
calculation, and hence that of the nice error frames they correspond to.

Proposition 13.8.A group H is a canonical abstract error group if and only if

1. Its centre Z(H) is cyclic of order d.
2. It has a faithful irreducible ordinary representationρ of degree d, which is

special, i.e.,det(h) = 1, ∀h∈ H.

In particular, for d> 1 all canonical abstract error groups are nonabelian.

The nice error frame given by such a representation is(Eg)g∈G, where

G :=
H

Z(H)
, Eg ∈ ρ(g).

It remains only to determine which of these are equivalent. In this regard, we have:

Proposition 13.9.(Equivalence) Ifρ : H →Md(C) is a faithful irreducible special
unitary ordinary representation of H, then so is

ρσ : h 7→ ρ(σh), σ ∈ Aut(H),

whereAut(H) denotes the automorphisms of H. These give equivalent nice error
frames, even though the representations may not be equivalent whenσ is an outer
automorphism.

Proof. Since any given automorphismσ of H fixes the centreZ(H), it induces an
automorphismσG ∈ Aut(G) on the index groupG = H/Z(H). Thus a nice error
frame(Fg)g∈G for ρσ is reindexing of one forρ , since

Fg := ρσ (g) = ρ(σg) = ρ(σG(g)), ∀g∈G.

If σ is an inner automorphism, i.e.,σh= k−1hk, for somek∈H, thenρ andρσ are
equivalent ordinary representations ofH, since

ρσ (h) = ρ(k−1hk)) = ρ(k)−1ρ(h)ρ(k).

⊓⊔
In practice, the action groupsρ(H) of the ordinary representationsρ of a given

H calculated inmagmawith the command

AbsolutelyIrreducibleModules(H,Rationals());

are often the same monomial group.



13.16 Examples of nice error frames 357

13.16 Examples of nice error frames

In [WC15], lists of nice error frames were produced using Proposition 13.8, i.e.,

Algorithm: To construct all rankd abstract error groupsH of a given order.

1. Find all groupsH (of the given order) with a cyclic centre of orderd.
2. Find the faithful irreducible (ordinary) representationsρ of H of degreed.
3. Determine whetherρ is special, i.e., det(h) = 1,∀h∈ H.

Table 13.3: The canonical abstract error groupsH and index groupsG for the first few nice error
frames which are not bases, 2≤ d≤ 4.

d = 2 d = 3 d = 4

H G
〈12,1〉 〈6,1〉
〈16,9〉 〈8,3〉
〈20,1〉 〈10,1〉
〈24,3〉 〈12,3〉
〈24,4〉 〈12,4〉
〈28,1〉 〈14,1〉
〈32,20〉 〈16,7〉
〈36,1〉 〈18,1〉
〈40,4〉 〈20,4〉
〈44,1〉 〈22,1〉
〈48,8〉 〈24,6〉
〈48,28〉 〈24,12〉

H G
〈36,11〉 〈12,3〉
〈54,8〉 〈18,4〉
〈63,3〉 〈21,1〉
〈72,42〉 〈24,12〉
〈81,9〉 〈27,3〉
〈108,15〉 〈36,9〉
〈108,22〉 〈36,11〉
〈117,3〉 〈39,1〉
〈144,68〉 〈48,3〉
〈162,14〉 〈54,5〉
〈171,4〉 〈57,1〉
〈189,8〉 〈63,3〉

H G
〈80,28〉 〈20,3〉
〈96,157〉 〈24,8〉
〈96,215〉 〈24,14〉
〈128,523〉 〈32,27〉
〈128,545〉 〈32,24〉
〈128,749〉 〈32,34〉
〈128,782〉 〈32,31〉
〈128,864〉 〈32,6〉
〈128,880〉 〈32,9〉
〈128,1750〉 〈32,27〉
〈128,1799〉 〈32,28〉
〈128,2146〉 〈32,39〉

Example 13.21.(d = 2) In view of Proposition 13.5, all canonical abstract error
groups ford = 2 are given by theADE classificationof the finite subgroups of
SL2(C) [Ste85]. Thegeneralised quaternian groupor dicyclic group of order 4n
(n> 1), which is generated by the matrices

(
ω2n 0
0 ω−1

2n

)

,

(
0 −1
1 0

)

, ω2n := e
2π i
2n ,

gives an infinite family of rank 2 of abstract canonical errorgroupsH. These account
for all rank the 2 abstract canonical error groups in Table 13.3, except for

H = <24,3> , G= <12,3> , H = <48,28> , G= <24,12> .

which come from the Shephard–Todd reflection groups with numbers 4 and 8.

From Table 13.3, we observe that index groups may be repeatedin different
dimensions.
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Example 13.22.(Repeated index groups) A groupG may be the index group for
nice error frames in more than one dimensiond, e.g.,G = <12,3> is the index
group for a nice error frame forM2(C) (H = <24,3> ), and also one forM3(C)
(H = <36,11> ).

None of the index groups in Table 13.3 are abelian. Indeed, basic results from
character theory imply the following.

Theorem 13.5.(Abelian index group) A nice error frame can have an abelian index
group only if it is a nice error basis.

Proof. Suppose thatH is the canonical abstract error group of a nice error frame,
and thatχ : H → C is the character of a faithful irreducible representation with
deg(χ) = χ(1) = d. Recall that thecentreof a characterχ : H→C is the subgroup

Z(χ) := {h∈ H : |χ(h)|= χ(1)},

and that ifχ is irreducible then

Z(χ)
ker(χ)

= Z
( H

ker(χ)

)

, ker(χ) := {h∈ H : χ(h) = χ(1)}.

Since the representation is faithful, ker(χ) = 1, and so this becomes

Z(χ) = Z(H).

Thus the index group isG= H/Z(χ), by Theorem 2.13 of [Isa06], ifG is abelian,
then

|G|= [H : Z(χ)] = χ(1)2 = d2.

⊓⊔
The nice error bases (see Tables 13.4 and 14.1) play a prominent role in the

construction of SICs. These may or may not have an abelian index group. It follows
from Example 13.19, thatG = K×K is the index group of a nice error basis for
every abelian groupK.

Example 13.23.(Inequivalent nice error bases) Ford = 8, there are 47 canonical
abstract error groups, and only 42 index groups (see Table 14.1). In particular, there
are three canonical abstract error groups forG= <64,67> , and hence at least three
inequivalent nice error bases with this index group. Moreover, two of these give rise
to SICs, and one does not.
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Table 13.4: Nice error bases ford < 14,d 6= 8. HereH is the canonical abstract error group,G is
the index group, andsic indicates that a SIC exists numerically.

d H G

1 〈1,1〉 〈1,1〉 = Z1 sic
2 〈8,4〉 〈4,2〉 = Z2

2 sic
3 〈27,3〉 〈9,2〉 = Z2

3 sic
4 〈64,19〉 〈16,2〉 = Z2

4 sic
〈64,94〉 〈16,3〉
〈64,256〉 〈16,11〉
〈64,266〉 〈16,14〉

5 〈125,3〉 〈25,2〉 = Z2
5 sic

6 〈216,42〉 〈36,11〉 = Z3×A4 sic
〈216,66〉 〈36,13〉
〈216,80〉 〈36,14〉 = Z2

6 sic
7 〈343,3〉 〈49,2〉 = Z2

7 sic
9 〈729,24〉 〈81,2〉 = Z2

9 sic
〈729,30〉 〈81,4〉
〈729,405〉 〈81,9〉 sic
〈729,489〉 〈81,12〉
〈729,503〉 〈81,15〉 = (Z3×Z3)

2

10 〈1000,70〉 〈100,15〉
〈1000,84〉 〈100,16〉 = Z2

10 sic
11 〈1331,3〉 〈121,2〉 = Z2

11 sic

d H G

12 〈1728,1294〉 〈144,68〉 sic
〈1728,2011〉 〈144,92〉
〈1728,2079〉 〈144,101〉 = Z2

12 sic
〈1728,2983〉 〈144,132〉
〈1728,10718〉 〈144,95〉
〈1728,10926〉 〈144,100〉
〈1728,11061〉 〈144,102〉
〈1728,13457〉 〈144,136〉
〈1728,20393〉 〈144,170〉
〈1728,20436〉 〈144,172〉
〈1728,20556〉 〈144,177〉
〈1728,20771〉 〈144,179〉
〈1728,30353〉 〈144,184〉
〈1728,30562〉 〈144,189〉
〈1728,30928〉 〈144,193〉
〈1728,30953〉 〈144,194〉
〈1728,31061〉 〈144,196〉
〈1728,31093〉 〈144,197〉 = (Z2×Z6)

2

13 〈2197,3〉 〈169,2〉 = Z2
13 sic

Notes

Relaxing the condition of irreducibility gives astable isogon(see [MVW16]).

Exercises





Chapter 14
Weyl–Heisenberg SICs

The maximal number of equiangular vectors (lines) inCd is less than or equal tod2

(Theorem 12.2). The corresponding bound of1
2d(d+1) for real equiangular lines

in Rd is rarely attained (only ford = 2,3,7,23). There iscompelling evidencefor

Zauner’s conjecture (1999):There ared2 equiangular lines inCd (for all d).

This was given in Zauner’s 1999 thesis (see [Zau10]), and is often stated in
stronger forms which give a specific structure for the lines (as a group frame). These
lines will be calledSICs(see§14.2), and their existence is also known as theSIC
problem. The evidence for this conjecture (which is steadily increasing) includes

• SICs have been constructednumericallyfor all d≤ 121 (to 8000 digit precision),
and for a handful of other dimensions up tod = 323.

• SICs have been constructedanalyticallyfor d= 2, . . . ,16,19,24,28,35,48 [SG10],
and most recently ford = 17,18,20,21,30,31,37,39,43 [ACFW16].

We now outline the detailed structure of SICs, using the following road map:

• SICs aregroup covariant, i.e., areG–frames for a discrete Heisenberg group.
This reduces their construction to finding afiducial vector(generating vector).

• TheClifford group(normaliser of the Heisenberg group) maps fiducial vectors to
fiducial vectors.

• Fiducial vectors have certain symmetries, in particular they are eigenvectors of
the Zauner matrixZ of order 3 (orM1 in some special cases).

• The field given by the triple products defining a SIC has a solvable Galois group.
It inducesGalois symmetriesof SICs (this is part proved and part conjecture).

Before reading the remainder of this chapter, please be warned:

� The SIC problem is very addictive.

361
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14.1 Maximal sets of complex equiangular lines and vectors

Suppose that(v j) is sequence ofn= d2 unit vectors inCd which gives equality in
the lower bound (6.22) for the second frame potential (t = 2), i.e.,

∑
j
∑
k

|〈v j ,vk〉|4 =
2d3

d+1
, or ∑

j 6=k

|〈v j ,vk〉|4 =
2d3

d+1
−d2 =

d2(d2−1)
(d+1)2 .

By the variational characterisation (Theorem 6.1),

∑
j 6=k

|〈v j ,vk〉|2≥
1
d
(d2)2−d2 = d3−d2, (14.1)

with equality if and only if(v j) is a tight frame. By Cauchy–Schwarz,

∑
j 6=k

|〈v j ,vk〉|2≤
√

d2(d2−1)
√

∑
j 6=k

|〈v j ,vk〉|4 =
d2(d2−1)

d+1
= d3−d2,

so by (14.1) there must be equality, i.e.,|〈v j ,vk〉|2 = C, whereC > 0 is constant.
Thus(v j) is an equiangular tight frame forCd with the maximal possible number of
vectors (see Theorem 12.2).

This condition on the vectorsv j can be expressed in terms of the associated lines
Cv j , and the rank one orthogonal projectionsPj = v jv∗j , which satisfy

〈Pj ,Pk〉= trace(PjP
∗
k ) = trace(v jv

∗
j vkv

∗
k) = trace(v∗j vkv

∗
kv j) = |〈v j ,vk〉|2.

We now give some of these characterisations.

Proposition 14.1.Suppose that(v j) is d2 unit vectors inCd, and Pj := v jv∗j . Then
the following are equivalent

1. (v j) is a equiangular tight frame forCd.
2. The lines(Cv j) are equiangular.
3. |〈v j ,vk〉|2 = 1

d+1, j 6= k.

4. 〈Pj ,Pk〉= 1
d+1, j 6= k.

5. ∑ j ∑k |〈v j ,vk〉|4 = 2d3

d+1.

6. ∑ j ∑k〈Pj ,Pk〉2 = 2d3

d+1.
7. (v j) is a complex(2,2)–design.
8. (Pj) is a complex projective(2,2)–design.

Proof. If (v j) is an equiangular tight frame with|〈v j ,vk〉|2 = C, j 6= k, then (2.10)
gives

(d4−d2)C= d3−d2) =⇒ C=
1

d+1
.

Thus the equivalences follow from the previous discussion,and the definition of
(2,2)–designs (see§6.9). ⊓⊔
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14.2 SICs

The “rank one quantum measurements”(Pj) corresponding tod2 equiangular lines
in Cd have applications in quantum mechanics, e.g., in quantum state tomography.

Definition 14.1.A SIC1, SIC-POVM , or symmetric informationally complete
positive operator valued measurefor Cd is d2 rank one orthogonal projections
(Pj) onCd, which satisfy the condition

〈Pj ,Pk〉= trace(PjP
∗
k ) =

1
d+1

, j 6= k. (14.2)

For an explanation of the quantum physic underlying this definition see§14.3.
The space ofd×d matrices (linear operators on the Hilbert spaceH = Cd) can be
expressed in terms of these rank one Hermitian matrices:

Proposition 14.2.If (Pj) is a SIC forCd, then

1. (Pj) is a basis for the real vector space of Hermitian matrices.
2. (Pj) is a basis forCd×d.
3. (Pj − 1

d I) is an equiangular tight frame for the traceless Hermitian matrices.
4. (Pj − 1

d I) is an equiangular tight frame for the traceless matrices inCd×d.

Proof. By Theorem 12.2 thed2 matrices(Pj) are linearly independent (overC and
henceR), and so form a basis for the Hermitian matrices andCd×d. The matrices
Pj − 1

d I are traceless, with〈Pj − 1
d I ,Pk− 1

d I〉= 〈Pj ,Pk〉− 1
d , and so are equiangular.

In addition, they are a tight frame for the(d2−1)–dimensional spaces of traceless
matrices asserted, as the variational characterisation (6.4) for being a tight frame
holds, via the calculation

d2
(

1− 1
d

)2
+(d4−d2)

( 1
d+1

− 1
d

)2
=

(d−1)d2

d+1
=

1
d2−1

(

d2(1− 1
d
)
)2

.

Here we used〈Pj ,Pk〉= 1
d+1, j 6= k and〈Pj ,Pj〉= 1. ⊓⊔

Remark 14.1.The equiangular tight frame(Pj − 1
d I) above is thed2 vertices of a

regular simplex in a(d2−1)–dimensional real space. Indeed (see Exer. 14.2), the
rank one orthogonal projectionsvv∗ (or unit vectorsv∈Cd) giving a SIC are mapped
to the traceless Hermitian matrices with unit norm (called theBloch spherewhen
d = 2) by the map

vv∗ 7→
√

d
d−1

(vv∗− 1
d

I). (14.3)

Since their image (the vertices of a regular simplex) has symmetry groupSd2, it is
expected that SICs should also have symmetries. This is borne out by the known
constructions. Unfortunately, SICs can only be found by taking the preimage of
certainregular simplices under (14.3), as it is not onto ford > 2.

1 Vectors(v j ) satisfying 1,2,3,5,7 of Proposition 14.1 are also known as SICs.
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14.3 Quantum measurements

Much of the literature on SICs comes from quantum mechanics (which uses Dirac
notation). I now outline the physical interpretation of SICs (as kindly explained to
me by Marcus Appleby).

The Dirac or bra–ket notation consists of thebra 〈w| and theket |v〉 which
combine to give thebra–ket 〈w|v〉. We illustrate this notation:

mathematics
bra–ket

w∗

〈w|
= 〈·,w〉 v

|v〉
〈v,w〉
〈w|v〉

= w∗v
= (〈w|)(|v〉)

vw∗

|v〉〈w|
ej

|ej〉= | j〉

In particular, our inner products are linear in the first variable, and the bra–ket is
linear in the second variable.

The stateof a quantum systemof dimensiond is described by ad×d positive
semidefinite matrixρ with trace(ρ) = 1 called adensity matrix. A measurement
is described by positive semidefinite matricesE1, . . . ,En with ∑ j E j = I . The (E j)
are called apositive operator valued measure(POVM ). Theprobability distri-
bution for obtaining the measurement outcomej for a stateρ is trace(ρE j).

• For many measurements(E j), e.g. spin and energy, there are infinitely many
states which give some fixed probability distribution.

• There aresomemeasurements for which the probability distribution fixes the
state – these measurements are said to beinformationally complete.

• Informationally complete measurements can be used to inferthe state statistically
(quantum tomography).

• An informationally complete POVM must have at leastd2 operators. It is said to
beminimally informationally complete if it has exactlyd2 operators.

If (Pj) is a SIC forCd, sayPj = v jv∗j , then(v j) is an equiangular tight frame for

Cd, and the frame expansion can be written as

I =
1
d ∑

j
Pj .

Thus the operators
E j := 1

dPj

are a

Symmetric Informationally Complete Positive Operator Valued Measure,

where the termsymmetricrefers to the fact that〈E j ,Ek〉 takes just two values, i.e.,

〈E j ,Ek〉= trace(E jEk) =

{
1

d2(d+1)
, j 6= k;

1
d2 , j = k.

This explains the origin of the term SIC-POVM (SIC).
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14.4 Group covariance

All known SICs forCd have a groupcovariance property, i.e., they are anH–frame.

• The groupH can be the discrete (Weyl–)Heisenberg group, except whend = 8,
where it can also be a product of such groups for theHoggar lines(see§14.6).

• The Heisenberg group is a projective representation ofG= Zd×Zd, i.e., a nice
error basis with index groupG. Other nice error bases (with possibly nonabelian
index groups) give rise to SICs, but these SICs are group covariant with respect
to the Heisenberg group (or are the Hoggar lines).

• Ford prime, the only group covariant SICs are for the Heisenberg group [Zhu10]
(there might be SICs which are not group covariant).

• TheClifford group(normaliser of the Heisenberg group) maps Weyl–Heisenberg
SICs to Weyl–Heisenberg SICs.

By definition, a SIC or set of equiangular lines is a projective object. To describe
the SICs forCd which are the projective orbit of a given vector (line) under

ρ : G→ PU(Cd) (projective unitary group),

it is often convenient to deal with a generating unit vectorv∈ Cd (any in the line)
and unitary matricesEg∈ ρ(G), i.e., the corresponding nice error basis (see§13.13).
The matrices(Eg)g∈G can be replaced by a finite groupH which consists of unit
scalar multiples of them, e.g., the canonical abstract error group, and the vectorv by
the orthogonal projectionPv = vv∗ onto the line it defines. In this way, a SIC can be
equivalently presented as

• (Egv)g∈G (each line appears once)
• An H–frame(hv)h∈H (the lines are repeated)
• A projectiveG–frame(g·Pv)g∈G, whereg·A := g̃Ag̃−1, g̃∈ ρ(g).

The vectorv and the rank one orthogonal projectionPv = vv∗ are said to befiducial.
By Corollary 8.2, the equiangular lines given by(hv)h∈H are determined up to

projective unitary equivalence by their triple products

〈h1v,h2v〉〈h2v,h3v〉〈h3v,h1v〉= 〈gv,v〉〈hv,v〉〈g−1h−1v,v〉, g := h−1
2 h1, h := h−1

3 h2.

The field associated with a given covariant SIC is the extension ofQ by these triple
products, in which the fiducial projectorPv = vv∗ lies. The structure of this field
plays a crucial role in the construction of Weyl–HeisenbergSICs (see§14.20).

Example 14.1.The SIC(v,Sv,Ωv,SΩv) of (1.7) is covariant with respect toZ2×Z2

(see Example 13.14). The fiducial vector and fiducial projector are

v=
1√
6

( √

3+
√

3

e
π
4 i
√

3−
√

3

)

, Pv = vv∗ =
1
6

(
3+
√

3
√

3−
√

3i√
3+
√

3i 3−
√

3

)

.

We observe that here the field required to presentv is larger than that forPv = vv∗.
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14.5 The discrete Heisenberg group and Weyl–Heisenberg SICs

We now generalise the Pauli matrices and the group (nice error basis) they generate
to higher dimensions (see Examples 13.16 and 13.18).

Throughout, letω andµ be the primitived–th and 2d–th roots of unity

ω := e
2π i
d , µ := e

2π i
2d ,

and take the indices for elements ofCd andCd×d from Zd = {0,1, . . . ,d−1}. Let
S∈ Cd×d be thecyclic shift matrix , andΩ ∈ Cd×d be themodulation matrix
given by

(S) jk := δ j,k+1, (Ω) jk := ω jδ j,k. (14.4)

Ford = 2, these are the Pauli matricesσ1 = σx andσ3 = σz, and ford = 3 they are

S=





0 0 1
1 0 0
0 1 0



 , Ω =





1
ω

ω2



 .

These have orderd, and satisfy thecommutativity relation

Ω kSj = ω jkSjΩ k. (14.5)

Thus the group generated by the unitary matricesSandΩ is

H := 〈S,Ω〉= {ω rSjΩ k : r, j,k∈ Zd}. (14.6)

This is called theHeisenberg group2 (for Zd), as is the group

Ĥ := {ch : c∈ T,h∈ H} ⊂U (Cd), T := {c∈ C : |c|= 1}. (14.7)

Since trace(SjΩ k) = 0, ( j,k) 6= (0,0), we have (see Proposition 13.5)

• The unitary matrices(SjΩ)( j,k)∈Zd×Zd
are anice error basisfor Cd×d.

• ( j,k) 7→ SjΩ k is a faithful irreducible projective representation ofZd×Zd.

(see Example 13.18). In particular, the unitary action ofH onCd is irreducible, and
so(hv)h∈H and(SjΩ kv) j,k∈Zd are tight frames forCd for anyv 6= 0 (Theorem 10.5).

Definition 14.2.A SIC (equiangular tight frame ofd2 vectors) forCd of the form
Φv = (SjΩ kv) j,k∈Zd is said to be a (Weyl-)Heisenberg SIC(or Heisenberg frame).

A Heisenberg framefor Cd is generated from a single vectorv by applyingS
(translation) andΩ (frequency shift). Thus, it is a discrete analogue of a Gabor
system (Weyl–Heisenberg frame), and has good time–frequency localisation. In this
analogy the fiducial vectorv corresponds to themother wavelet.

2 It is also known as thegeneralised Paulior Weyl–Heisenberg group.



14.6 The Hoggar lines 367

14.6 The Hoggar lines

All the known SICs are group covariant, and all are Weyl–Heisenberg SICs, except
for theHoggar lines(d = 8), which we now describe. The original presentation of
these lines [Hog98] was in the 4–dimensional spaceH4 over the quaterniansH. We
follow the description of [GR09]. Consider the nice error basis given by the tensor
product (see§13.14) of the Heisenberg nice error basis forC2 (see Example 13.18)
with itself three times, i.e.,

{Eg}g∈(Z2
2)

3 = {Sj1Ω j2)⊗ (Sk1Ω k2)⊗ (Sℓ1Ω ℓ2)}( j,k,ℓ)∈(Z2
2)

3,

whereS= σ1 = σx =

(
0 1
1 0

)

, Ω = σ3 = σz =

(
1 0
0 −1

)

. Then theHoggar linesare

the SIC of 64 (equiangular) lines inC8 given by{Egv}g∈(Z2
2)

3, where

v= (0,0,1+ i,1− i,1+ i,−1− i,0,2).

The Hoggar lines are coinvariant with respect to other groups (see Table 14.1),
many of which can be obtained as a subgroup of the Clifford group (see§14.7).

Table 14.1: The nice error bases ford = 8. Those which occur as subgroups of the Clifford group
are labelled with an* , and those which give rise to SICs are labelled SIC. All these SICs are the
Hoggar lines (up to projective unitary equivalence), except for H = <512,451> , G= Z2

8.

H G
〈512,451〉 〈64,2〉 = Z2

8 SIC*
〈512,452〉 〈64,3〉 SIC*
〈512,35969〉 〈64,8〉 SIC*
〈512,36083〉 〈64,10〉
〈512,59117〉 〈64,34〉 *
〈512,59133〉 〈64,35〉 *
〈512,260804〉 〈64,58〉 *
〈512,261506〉 〈64,67〉 SIC*
〈512,261511〉 〈64,67〉 SIC*
〈512,261518〉 〈64,67〉 *
〈512,262018〉 〈64,60〉 SIC*
〈512,262052〉 〈64,62〉 SIC*
〈512,265618〉 〈64,69〉 SIC*
〈512,265839〉 〈64,68〉 SIC*
〈512,265911〉 〈64,71〉 SIC*
〈512,266014〉 〈64,72〉 *
〈512,266267〉 〈64,73〉
〈512,266357〉 〈64,75〉 SIC
〈512,266373〉 〈64,74〉 SIC
〈512,266477〉 〈64,78〉 SIC
〈512,266583〉 〈64,77〉 SIC
〈512,266616〉 〈64,82〉
〈512,400195〉 〈64,90〉 SIC *
〈512,400223〉 〈64,90〉 SIC

H G
〈512,400443〉 〈64,123〉 *
〈512,401215〉 〈64,91〉 SIC*
〈512,402896〉 〈64,128〉 *
〈512,402951〉 〈64,138〉 SIC
〈512,402963〉 〈64,138〉
〈512,403139〉 〈64,162〉 *
〈512,406850〉 〈64,174〉 *
〈512,406879〉 〈64,167〉 *
〈512,406902〉 〈64,179〉 *
〈512,6276980〉 〈64,192〉 = (Z2×Z4)

2 *
〈512,6277027〉 〈64,193〉 SIC*
〈512,6278298〉 〈64,195〉 SIC*
〈512,6279917〉 〈64,202〉 SIC
〈512,6279938〉 〈64,202〉 SIC
〈512,6280116〉 〈64,203〉
〈512,6291080〉 〈64,226〉
〈512,6339777〉 〈64,211〉
〈512,6339869〉 〈64,207〉
〈512,6375318〉 〈64,236〉
〈512,6376278〉 〈64,216〉
〈512,7421157〉 〈64,242〉
〈512,10481364〉 〈64,261〉
〈512,10494180〉 〈64,267〉 = (Z3

2)
2 SIC
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14.7 The Clifford group (normaliser of the Heisenberg group)

Here we study theClifford group(normaliser of the Heisenberg group), which plays
a key role in the construction (and counting) of Heisenberg SICs.

Proposition 14.3.If U is a unitary matrix which normaliseŝH of (14.7), i.e.,

USjΩ kU−1 ∈ Ĥ, ∀ j,k∈ Zd,

andΦv := (SjΩ kv) j,k∈Zd is a SIC (i.e., is equiangular), then so isΦUv.

Proof. Since〈Sj1Ω k1v,Sj2Ω k2v〉 = 〈Sj1− j2Ω k1−k2v,v〉, the angles between distinct
vectors inΦv are

|〈SjΩ kv,v〉|= r, ( j,k) 6= (0,0).

SinceU−1SjΩ kU = ch, c∈ T, h∈ H, with h not a scalar for( j,k) 6= (0,0),

|〈SjΩ k(Uv),Uv〉|= |〈U−1SjΩ kUv,v〉|= |〈chv,v〉|= r, ( j,k) 6= (0,0),

and so the angles in the second frameΦUv are equal. ⊓⊔
Let [U ] := {cU : c∈T}= {eitU : t ∈R}, so that[I ] is the unitary scalar matrices.

Definition 14.3.The normaliser of the Heisenberg groupĤ in the group of unitary
matrices is called theClifford group , and it is denoted by C(d). The projective
Clifford group is PC(d) := C(d)/[I ] (its elements are calledClifford operations ).

Since H ⊂ C(d), the action of C(d) on Cd is irreducible, andZ(C(d)) = [I ].
Since

S∗ = ST = S−1, Ω ∗ = Ω−1, Ω T = Ω , (14.8)

the Heisenberg group and Clifford group are closed under taking the transpose and
Hermitian transpose, and hence also entrywise conjugationA= (A∗)T , we have

Entrywise conjugation maps a given Heisenberg SIC fiducial to another.

This motivates the following.

Definition 14.4.The normaliser of the Heisenberg groupĤ in EU(Cd) (the group
of unitary and antiunitary mapsC→ C) is theextended Clifford group EC(d).
Theextended projective Clifford group is PEC(d) := EC(d)/[I ].

Combining the above observation with Proposition 14.3 gives:

The extended Clifford group maps a given Heisenberg SIC fiducial to another.
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Some elements of the Clifford group include theFourier matrix 3 F , the diagonal
matrixR, M = RF, and the permutation matricesPσ , σ ∈ Z∗d, which are given by

(F) jk :=
1√
d

ω jk, (14.9)

(R) jk := µ j( j+d)δ jk, (14.10)

(M) jk :=
1√
d

µ j( j+d)+2 jk, (14.11)

(Pσ ) jk := δ j,σk, σ ∈ Z∗d. (14.12)

We observe thatR, M are well defined, i.e., the value ofj( j +d) depends only on
the integerj modd. The entryµ j( j+d) has many alternative descriptions, e.g.,

µ j( j+d) = µ j2(−1) j = µ j2(−1) j2 = (−µ) j2 = µ(d+1) j2.

Elementary computations (see Exer. 14.5) give:

Lemma 14.1.The unitary matrices F,R,M,Pa normaliseĤ. Indeed

F(SjΩ k)F−1 = ω− jkS−kΩ j , (14.13)

R(SjΩ k)R−1 = µ j( j+d)SjΩ j+k, (14.14)

M(SjΩ k)M−1 = µk(k−2 j+d)S−kΩ j−k, (14.15)

Pσ (S
jΩ k)P−1

σ = Sσ jΩ σ−1k, (14.16)

whereσ−1 is the multiplicative inverse ofσ ∈ Z∗d. If d is odd, then all the powers of
µ above are even, and so can be expressed as powers ofω.

We will see (Theorem 14.1) thatR (or M) along with F and H generate the
Clifford group. The appearance ofR (and henceM) can be explained. It appears in
a direct search for diagonal matrices in the normaliser ofĤ.

Proposition 14.4.The group of diagonal unitary matrices which normalise the
Heisenberg group̂H is generated by the scalar matrices,Ω , and the matrix R given
by

Rjk := µ j( j+d)δ jk.

Proof. Suppose thatΛ = diag(λ j) normalisesĤ, andλd := λ0. Then

ΛSΛ−1 =









0 0 · · · λd
λd−1

λ1
λ0

0 · · · 0

0 λ2
λ1
· · · 0

...
...









= cSΩ k, i.e.,
λ j+1

λ j
= cω jk, ∀ j,

3 The matrixF∗ = F−1 = F is also commonly referred to as theFourier matrix, or as theDFT
(discrete Fourier transform) matrix.
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wherec∈ C, k∈ Z. Solving this recurrence gives

λ j = λ0c jω
1
2 j( j−1)k = λ0c j µ j( j−1)k = λ0µ j( j+d)k(cµ−k(d+1)) j .

Sinceλd = λ0, this gives

(cµ−k(d+1))d = (cµ−k(d+1))0 = 1 =⇒ cµ−k(d+1) = ωm,

and soΛ = λ0RkΩ m. ⊓⊔
We now consider the structure of C(d). Let

U( j,k) := SjΩ k, ( j,k) ∈ Z2
d. (14.17)

If a∈ C(d), then
aUλ a−1 = za(λ )Uψa(λ ), ∀λ ∈ Z2

d, (14.18)

which defines functionsψa : Z2
d → Z2

d and za : Z2
d → T, since noUλ is a scalar

multiple of another. For example, (14.13), (14.14) give

ψF

(

j
k

)

=

(

−k
j

)

, zF( j,k) = ω− jk, (14.19)

ψR

(

j
k

)

=

(

j
j +k

)

, zR( j,k) = µ j( j+d). (14.20)

We now show the elements of the Clifford group factored byĤ can be indexed
by the elements ofSL2(Zd) (the 2×2 matrices overZd with determinant 1).

For a 2×2 matrixA, we define a symmetric matrixσA by

σA :=

(

αγ βγ
βγ βδ

)

, A=

(

α β
γ δ

)

. (14.21)

Lemma 14.2.Let ψa and za be given by(14.18). Then the map

ψ : C(d)→ SL2(Zd) : a 7→ ψa (14.22)

is a group homomorphism with kernelĤ, and za satisfies

za(p+q) = ω pT σAqza(p)za(q), p,q∈ Z2
d (14.23)

where A= ψa andσA is given by (14.21).

Proof. By (14.5), we haveUpUq = ω p2q1Up+q. and so

ω p2q1(aUp+qa−1) = aUpUqa−1 = (aUpa−1)(aUqa−1),

which gives
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ω p2q1za(p+q)Uψa(p+q) = za(p)Uψa(p)za(q)Uψa(q)

= za(p)za(q)ωψa(p)2ψa(q)1Uψa(p)+ψa(q).

and hence
ψa(p+q) = ψa(p)+ψa(q), (14.24)

ω p2q1za(p+q) = za(p)za(q)ωψa(p)2ψa(q)1. (14.25)

For p= p1e1+ p2e2 ∈ Z2
d, from (14.24) we obtain

ψa(p) = p1ψa(e1)+ p2ψa(e2) = [ψa(e1),ψa(e2)]p,

i.e.,ψa can be represented by the 2×2 matrix[ψa(e1),ψa(e2)].
Let [p′,q′] = [ψa(p),ψa(q)] = ψ[p,q], so that det([p′,q′]) = det(ψa)det([p,q]).

Since the quotientza(p)za(q)/za(p+q) is symmetric inp andq, (14.25) gives

ω p2q1−p′2q′1 = ωq2p1−q′2p′1 =⇒ p′1q′2−q′1p′2 = p1q2−q1p2

=⇒ det([p′,q′]) = det([p,q]),

=⇒ det(ψa) = 1, (14.26)

i.e.,ψa ∈ SL2(Zd). Using this (see Exer. 14.8), (14.25) can be written as (14.23).
Since(ab)Uλ (ab)−1 = a(bUλ b−1)a−1, we have

zab(λ )Uψab(λ ) = a(zb(λ )Uψb(λ ))a
−1 = zb(λ )za(ψb(λ ))Uψa(ψb(λ )), (14.27)

so thatψab(λ ) = ψa(ψb(λ )), i.e.,a 7→ ψa is a homomorphism.
We now determine the kernel ofψ. By (14.5),Ĥ ⊂ kerψ. Supposeψa = I , so

thataSa−1 = za(1,0)SandaΩa−1 = za(0,1)Ω . SinceSd =Ω d = I , this implies that
za(1,0) andza(0,1) ared–th roots of unity, say

aSa−1 = ωαS, aΩa−1 = ωβ Ω . (14.28)

If a ∈ Ĥ, then (14.28) implies thata is a scalar multiple ofS−β Ω α . Hence, we
consider the unitary matrixb= (S−β Ω α)−1a. By (14.28) and repeated application
of (14.5), we have that

b(SjΩ k)b−1 = Ω−αSβ (aSa−1) j(aΩa−1)kS−β Ω α

= Ω−αSβ (ωαS) j(ωβ Ω)kS−β Ω α = SjΩ k.

Sinceb commutes with the basis(SjΩ k) j,k∈Zd for Cd×d, Schur’s Lemma implies
thatb must be a (unit) scalar matrixcI, and hencea= cS−β Ω α ∈ Ĥ. ⊓⊔

Example 14.2.From Lemma 14.1, we have the followingψa ∈ SL2(Zd),

ψF =

(

0 −1
1 0

)

, ψR =

(

1 0
1 1

)

, ψM =

(

0 −1
1 −1

)

, ψPσ =

(

σ−1

σ

)

.
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14.8 Generators for the Clifford group

The subgroup of the Clifford group C(d) generated byF,R (and the scalars) is the
symplectic unitaries4

CSp(d) := 〈F,R, [I ]〉.
The elements ofCSp(d)/[I ] are calledsymplectic operations, and elements of the
Heisenberg group̂H (or Ĥ/[I ]) are referred to asHeisenberg operations, (Weyl)
displacementsor time–frequency shifts. Ford even (see Exer. 14.6),

Ω
d
2 = Rd, S

d
2 = F−1Ω

d
2 F = F−1RdF, S

d
2 Ω

d
2 = F−1RdFRd. (14.29)

Thus there are nontrivial symplectic operations which are also displacements.

It turns out that (14.29) are the only cases (see Corollary 14.2). This makes the
description of the Clifford group more technical ford even (hereRhas order 2d).

We now show that C(d) is generated by the normal subgroupĤ andF,R, i.e.,

Every Clifford operation is the product of a displacement operation and a
symplectic operation.

Theorem 14.1.(Clifford group generators) The homomorphism

ψ : C(d)→ SL2(Zd) : a 7→ ψa

maps F and R to generators for SL2(Zd), and hence is onto. ThereforeC(d) is
generated by the unitary scalar matrices, and

S, Ω , F, R.

The Clifford groupC(d) is closed under taking the transpose, Hermitian transpose,
and entrywise conjugationA= (A∗)T .

Proof. By Lemma 14.2, the kernel ofa 7→ ψa is Ĥ. SinceĤ is generated by the
unitary scalar matrices andS,Ω , it suffices to show thatSL2(Zd) is generated by

ψF =

(

0 −1
1 0

)

, ψR =

(

1 0
1 1

)

. (14.30)

It is well known these matrices generateSL2(Z). Since the map of taking the entries
of A∈ SL2(Z) modulod is a homomorphism ontoSL2(Zd), they generateSL2(Zd).
We observed the closure properties are a consequence of (14.8). Alternatively, forR
andF , we haveR∗ = R= R−1, RT = R, F∗ = F = F−1, FT = F . ⊓⊔

4 This is because their action on̂H is given by a symplectic matrix (see Remark 14.2).
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The order ofSL2(Zd) is known (see [Gun62] Theorem 3, Chapter I)

|SL2(Zd)|= d3∏
p|d

(

1− 1
p2

)

, (p the prime factors ofd).

Hence, by Theorem 14.1, the number of Clifford operations is

∣
∣
∣
C(d)
[I ]

∣
∣
∣=
∣
∣
∣
Ĥ
[I ]

∣
∣
∣

∣
∣
∣
C(d)

Ĥ

∣
∣
∣= d2|SL2(Zd)|= d5∏

p|d

(

1− 1
p2

)

.

The extended Clifford group EC(d) is generated by the antiunitary mapC : v 7→ v
of conjugation together with any set of generators for C(d) (see Corollary 14.3).

14.9 Indexing the Clifford operations

We now show each Clifford operation is uniquely determined by the pair(ψa,za).

Define the semidirect productSL2(Zd)⋉TZ2
d via the multiplication

(A,zA)(B,zB) := (AB,(zA◦B)zB), (14.31)

where functionsZ2
d→ T are multiplied pointwise.

Corollary 14.1. With the multiplication (14.31), the map

C(d)→ SL2(Zd)⋉TZ2
d : a 7→ (ψa,za) (14.32)

is a homomorphism with kernel[I ]. Thus every Clifford operation[a] ∈= C(d)/[I ]
has a unique index(ψa,za), and these satisfy

ψab = ψaψb, zab = (za◦ψb)zb, (14.33)

ψa∗ = ψa−1 = ψ−1
a , za∗ = za−1 = z−1

A ◦ψ−1
a = za◦ψa∗ , (14.34)

Further, if ψa = ψb, then za/zb is a character.

Proof. It is easy to check (see Exer. 14.7) thatSL2(Zd)⋉TZ2
d is a group with the

multiplication (14.31), identity(I ,1), and inverse(A,zA)
−1 = (A−1,z−1

A ◦A−1) By
(14.27), we have

ψab = ψaψb, zab = (za◦ψb)zb,

i.e., the mapa 7→ (ψa,za) is a homomorphism. Thus (14.33) holds, as does (14.34)
by the calculation(ψa−1,za−1) = (ψa,za)

−1 = (ψ−1
a ,z−1

a ◦ψ−1
a ).

Now suppose thata is in the kernel, i.e.,ψa = I , za = 1. By Lemma 14.2, we have
a= cSjΩ k ∈ Ĥ. Using (14.5), we therefore obtain (see Exer. 14.4)

aSp1Ω p2a−1 = SjΩ kSp1Ω p2Ω−kS− j = ωkp1− jp2Sp1Ω p2,
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so thatza(p) =ωkp1− jp2 = 1,∀p∈Z2
d. Thus j = k= 0 anda= cI ∈ [I ], as supposed.

Forψa = ψb = A, it follows from (14.23) or (14.25) thatza/zb is a character. ⊓⊔
We call the subgroup ofSL2(Zd)⋉TZ2

d given by

Ind(d) := {(ψa,za) : a∈ C(d)}

the index group of the Clifford operations, and theindex map is the isomorphism

C(d)/[I ]→ Ind(d) : [a] 7→ (ψa,za). (14.35)

Example 14.3.For M = RF, from (14.19) and (14.20), we calculate

ψM = ψRψF =

(

1 0
1 1

)(

0 −1
1 0

)

=

(

0 −1
1 −1

)

,

zM = (zR◦ψF)zF =⇒ zM( j,k) = µ(−k)(−k+d)ω− jk = µk(k+d)+2 jk.

The Clifford group C(d) and the index mapa 7→ (ψa,za) can easily be set
up in a computer algebra package such asmagmaby taking the matrix group
generated by the matricesS,Ω ,F,R (defined over a suitable cyclotomic field).

By Theorem 14.1,ψ−1(A) = {ha : h∈ Ĥ}, A∈ SL2(Zd), for anya with ψa = A.
Hence to describe the elements of the Clifford group C(d), it suffices to know ana
in each cosetψ−1(A). We now show this representative can be a symplectic matrix.

14.10 Appleby indexing

If d is odd, then−µ = ω d+1
2 , and it follows from (14.23) that

za(p) = (−µ)pT σAp ẑa(p), ∀p∈ Z2
d, (14.36)

whereA= ψa, andẑa is a character (see Exer. 14.8).
If d is even, then the factor(−µ)pT σAp above is not well defined. To obtain an

analogue of (14.36), it is necessary “lift”A to a B ∈ SL2(Z
2
2d). This “doubling”

works, but the corresponding (Appleby) index[B,χ ] is not unique. We now give the
details as described by [App05].

Define displacement operators by

D̂p := (−µ)p1p2Sp1Ω p2, p∈ Z2. (14.37)

These satisfy det(Dp) = 1, and (see Exer. 14.15)

D̂−1
p = D̂−p, D̂pD̂q = (−µ)〈〈p,q〉〉D̂p+q = ω〈〈p,q〉〉D̂qD̂p, (14.38)
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and

D̂p+dq =

{

D̂p, d odd;

(−1)〈〈p,q〉〉D̂p, d even,
(14.39)

where〈〈·, ·〉〉 is thesymplectic form

〈〈p,q〉〉 := p2q1− p1q2 = pT
(

0 −1
1 0

)

q.

It follows from (14.39) thatD̂p depends only onp modd′, where

d′ :=

{

d, d odd;

2d, d even.

We observe that〈〈p,q〉〉 has the property

〈〈Ap,Aq〉〉= det(A)〈〈p,q〉〉, ∀p,q. (14.40)

We now generalise (14.36), to show that for each[a] ∈ C(d)/[I ] there exists a
B∈ SL2(Zd′) andχ ∈ Z2

d, such that

aD̂pa−1 = ω〈〈χ ,Bp〉〉D̂Bp, ∀p∈ Z2
d′ .

Here 〈〈χ ,Bp〉〉 is interpreted as〈〈χ ,Ap〉〉, A := B modd, whend is even. We will
write the pair(B,χ) as[B,χ ], and call it anAppleby index.

Theorem 14.2.Define the semidirect product SL2(Zd′)⋉Z2
d via the multiplication

[B1,χ1][B2,χ2] := [B1B2,χ1+A1χ2], A1 := B1 modd. (14.41)

Then there is a unique surjective homomorphism onto the Clifford operations

f : SL2(Zd′)⋉Z2
d→ C(d)/[I ], (14.42)

with the property that for[a] = f ([B,χ ])

aD̂pa−1 = ω〈〈χ ,Bp〉〉D̂Bp, ∀p∈ Z2
d′ , (14.43)

i.e.,

A := ψa = B modd, za(p) = ω〈〈χ ,Ap〉〉(−µ)pT σBp, ∀p∈ Z2
d. (14.44)

This f is an isomorphism for d odd (i.e., d′ = d), and for d even it has kernel

ker f =
{[(1+ rd sd

td 1+ rd

)

,

(
sd

2
t d

2

)]

: r,s, t ∈ {0,1}
}

. (14.45)



376 14 Weyl–Heisenberg SICs

Proof. If a∈ C(d) satisfies (14.43), then (14.44) follows (see Exer. 14.16). In view
of the isomorphism (14.35),f is uniquely defined, and it suffices to show that

θ : SL2(Zd′)⋉Z2
d→ Ind(d) : [B,χ ] 7→ (A,za),

given by (14.44) is a surjective homomorphism.
We first show it is a homomorphism (as a map toSL2(Zd)⋉TZ2

d). Now

θ
(
[B1,χ1][B2,χ2]

)
= θ

(
[B1B2,χ1+A1χ2]

)
= (A1A2,za1a2),

A j := B j modd, za1a2(p) := ω〈〈χ1+A1χ2,A1A2p〉〉(−µ)pT σB1B2 p,

and

θ
(
[B1,χ1]

)
θ
(
[B2,χ2]

)
= (A1,za1)(A2,za2) = (A1A2,(za1 ◦A2)za2),

(
(za1 ◦A2)za2

)
(p) = ω〈〈χ1,A1A2p〉〉(−µ)(B2p)T σB1B2pω〈〈χ2,A2p〉〉(−µ)pT σB2 p,

so thatθ is a homomorphism provided that

〈〈χ1+A1χ2,A1A2p〉〉= 〈〈χ1,A1A2p〉〉+ 〈〈χ2,A2p〉〉,

pTσB1B2 p= (B2p)TσB1B2p+ pTσB2 p.

The first follows since (14.40) gives

〈〈χ2,A2p〉〉= 〈〈A1χ2,A1A2p〉〉,

and the second follows by the identity

σB1B2 = BT
2 σB1B2+det(B1)σB2.

We calculate (as in Example 14.4)

θ
(
[

(

0 −1
1 0

)

,0]
)
= (ψF ,zF), θ

(
[

(

1 0
1 1

)

,0]
)
= (ψR,zR), (14.46)

and

θ
(
[I ,

(

α
β

)

]
)
= (zSα Ω β ,ψSα Ω β ),

so thatθ maps generators forSL2(Zd′)⋉Z2
d to generators for Ind(d), and hence is

a surjective homomorphism.
Finally, we determine kerf = kerθ . By (14.44), we have[B,χ ] ∈ ker f if

A := ψa = B modd = I , za(p) = ω〈〈χ ,Ap〉〉(−µ)pT σBp = 1, ∀p.

Ford odd,d′ = d, and soB= I andza(p) = ωχ2p1−χ1p2 = 1,∀p. Thus[B,χ ] = [I ,0],
and f is an isomorphism. Ford even,B modd = I gives
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B=

(

1+ rd sd
td 1+ud

)

, r,s, t,u∈ {0,1},

and the condition det(B) = 1 gives

det(B) = (1+ rd)(1+ud)−std2≡ 1+(r +u)d modd′ =⇒ r = u,

so that

B=

(

1+ rd sd
td 1+ rd

)

, σB =

(

td(1+ rd) tdsd
sdtd sd(1+ rd)

)

≡
(

td
sd

)

modd′.

Henceza(p) = ω〈〈χ ,p〉〉(−µ)pT σBp = ωχ2p1−χ1p2(−µ)tdp2
1+sdp22 = 1, which gives

ωχ1p2−χ2p1 = (−1)t p2
1+sp2

2 = (−1)t p1+sp2ω
d
2 (t p1+sp2), ∀p.

Thus,χ1 =
d
2s, χ2 =−d

2t = d
2t, and we obtain (14.45).

⊓⊔
In other words:

Each Clifford operation has an Appleby index[B,χ ] ∈ SL2(Zd′)×Z2
d.

• This is unique ford odd.
• There are eight choices (each differing by an element of kerf ) for d even.

a ψa za( j,k) [B,χ ]

Sα Ω β I ωβ j−αk [I ,

(

α
β

)

]

F

(

0 −1
1 0

)

ω− jk [

(

0 −1
1 0

)

,0]

R

(

1 0
1 1

)

µ j( j+d) [

(

1 0
1 1

)

,0]

Table 14.2: The index(ψa,za) and Appleby index[B,χ ] for generators of the Clifford operations.

Example 14.4.For the Appleby index[B,χ ] = [

(

0 −1
1 0

)

,0], we haveσB=

(

0 −1
−1 0

)

,

ω〈〈χ ,Bp〉〉(−µ)pT σBp = (−µ)−2 jk = ω− jk = zF( j,k), p=

(

j
k

)

,

so thatθ
(
[

(

0 −1
1 0

)

,0]
)
= (ψF ,zF) and[

(

0 −1
1 0

)

,0] is an Appleby index for[F ].
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14.11 Symplectic unitaries

By (14.29), ford even, there are nontrivialsymplectic unitaries(those generated by
F , Rand the scalars) which are in the Heisenberg group. We now characterise these.

Let md be the surjective homomorphism

md : SL2(Zd′)→ SL2(Zd) : B 7→ A := B (mod d),

which is the identity ford odd, and ford even has kernel (see Theorem 14.2)

K :=
{(1+ rd sd

td 1+ rd

)

: r,s, t ∈ {0,1}
}

, |K|= 8. (14.47)

Corollary 14.2. A matrix a∈ C(d) is a symplectic unitary if and only if it has an
Appleby index of the form[B,0]. Indeed, the map

α : SL2(Zd′)→ CSp(d)/[I ] : B 7→ f ([B,0]) (14.48)

is a surjective homomorphism, which is an isomorphism for d odd. For d even,
kerα = {I ,(d+1)I}, and so the only nontrivial Heisenberg operations which are
symplectic are given by

S
d
2 , Ω

d
2 , S

d
2 Ω

d
2 (d even).

Proof. By (14.41), we have

[B1B2,0] = [B1,0][B2,0],

and soα is a homomorphism. It is onto, since by (14.46), its image contains

α
(
(

0 −1
1 0

)
)
= [F ], α

(
(

1 0
1 1

)
)
= [R], (14.49)

which are generators forCSp(d)/[I ]. Sinceψ has kernelĤ (Lemma 14.2), it induces
a well defined homomorphism̂ψ : CSp(d)/[I ]→ SL2(Zd), with

ψ̂([F ]) = ψ(F) =

(

0 −1
1 0

)

, ψ̂([R]) = ψ(R) =

(

1 0
1 1

)

. (14.50)

By (14.49) and (14.50), we conclude that

md = ψ̂ ◦α,

since it holds for the generators (14.30) ofSL2(Zd′). The kernel ofψ̂ consists of the
symplectic operations which are also Heisenberg operations, i.e.,

kerψ̂ = CSp(d)/[I ]∩ Ĥ/[I ].
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For d odd,md is an isomorphism, so that kerψ̂ = {[I ]}. Ford even,

md = ψ̂ ◦α =⇒ |kerψ̂ | |kerα|= |kermd|= |K|= 8,

and (14.39) gives

D̂(d+1)I p = (−1)〈〈p,p〉〉D̂p = D̂I p =⇒ (d+1)I ∈ kerα =⇒ |kerα| ≥ 2.

In view of (14.29), we must have

kerα = {I ,(d+1)I}, kerψ̂ = {[I ], [Sd
2 ], [Ω

d
2 ], [S

d
2 Ω

d
2 ]},

as claimed. ⊓⊔
In other words:

Each symplectic operation[a] has an Appleby index of the form[B,0].

• This is unique ford odd.
• There are two choices ([B,0] and[(d+1)B,0]) for d even.

We callB∈ SL2(Zd′) asymplectic indexfor [a].

The following commutative diagram summarises Corollary 14.2.

SL2(Zd′)
α

-- CSp(d)/[I ]

SL2(Zd)

ψ̂
?
?

m
d

--

(14.51)

In particular, we have the following 1–1 indexing of the symplectic operations

CSp(d)

[I ]
∼=
{

SL2(Zd), d odd;
SL2(Z2d)
〈(d+1)I〉 , d even.

Remark 14.2.Matrices inSL2(Zd′) are said to besymplectic(see Exer. 14.10). Ifa
is a symplectic unitary, with symplectic indexB, then (14.43) gives

aD̂pa−1 = D̂Bp, ∀p(∈ Zd′),

i.e., the conjugation action ofa on the displacement̂Dp is given by multiplication
of p by the symplectic matrixB. This is the origin of the termsymplectic unitary.

The groupCSp(d) of symplectic unitaries isnot irreduciblefor d > 2, since its
centre contains the nondiagonal matrixP−1 = F2. Calculations inCSp(d)/[I ] can be
done in the group generated byF andR, which is finite (see Exer. 14.19 for details).
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14.12 Permutation matrices

The permutation matrices are a subgroup of the symplectic unitaries.

Proposition 14.5.The permutation matrices Pb, b ∈ Z∗d, are symplectic. Indeed,
with 1≤ b< d, we have

Pb = (cb,d)
−1Rb−1

FRbFRb−1
F, (14.52)

where b−1 is the inverse of b inZ∗d′ , and cb,d = cb−1,d is the Gauss sum

cb,d :=
1√
d

∑
j∈Zd

µb j( j+d) =
1

2
√

d
G
(
b(d+1),2d

)
.

Proof. Let B=

(
b 0
0 b−1

)

∈ SL2(Zd′). ThenσB = 0, and so (14.16) gives

A := ψPb = B modd, zPb(p) = 1= ω〈〈0,Ap〉〉(−µ)pT σBp, ∀p∈ Z2
d.

By Theorem 14.2, this implies that[B,0] is an Appleby index forPb , which is
therefore a symplectic unitary, with symplectic indexB. Now B can be factored

B=

(
b

b−1

)

=

(
0 −1
1 −b−1

)(

0 −1
1 −b

)(
0 −1
1 −b−1

)

. (14.53)

In view of (14.46), a symplectic index forRbF is given by

(

0 −1
1 −b

)

=

(

1 0
1 1

)b(
0 −1
1 0

)

,

and so applying the homomorphismα of Corollary 14.2 to (14.53) gives (14.52),
for some scalarcb,d, to be determined. From (14.9) and (14.10), we have

(RbF) jk =
1√
d

µb j( j+d)+2 jk. (14.54)

Hence, equating the(0,0)–entries ofcb,dPb(Rb−1
F)−1 = RbFRb−1

F , gives

1√
d

cb,d = ∑
j∈Zd

(RbF)0 j(R
b−1

F) j0 =
1
d ∑

j∈Zd

µb−1 j( j+d).

We recall thatµ j( j+d) depends only onj modulod, andµ jd = µd j2, so that
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cb,d =
1
2

1√
d

2d−1

∑
j=0

µb−1 j( j+d) =
1

2
√

d

2d−1

∑
j=0

µb−1(d+1) j2 =
1

2
√

d
G
(
b−1(d+1),2d

)
.

Evaluating the(0,0)–entries of (14.52), using (14.54), gives

cb,d =
1

d
√

d
∑

j∈Zd

∑
k∈Zd

µb j( j+d)+2 jk+b−1k(k+d) = cb−1,d.

⊓⊔
The formulas for evaluating Gauss sums imply thatcb,d is an 8–th root of unity,

e.g., ifb has odd order, thencb,d = (
√

i)1−d (see Exer. 14.11).

Example 14.5.Whenb= 1, (14.52) gives

M3 = (RF)3 = c1,dP1 = e−
2π i
8 (d−1)I .

The mapZ∗d→ C(d) : σ → Pσ is a group homomorphism, since

(Pσ1σ2) jk = ∑
r
(Pσ1) jr (Pσ2)rk = δ j,σ1rδr,σ2k = σ j,σ1σ2k = (Pσ1σ2) jk.

From Corollary 14.2, we observe that

If a1 anda2 are symplectic matrices with symplectic indicesB1 andB2, then
B1B2 is a symplectic index for the symplectic matrixa1a2.

Using the symplectic index forPβ given by Proposition 14.52, and those forF
andRgiven by (14.49), one obtains the Table 14.3.

Symplectic matrix
a∈ f ([B,0])

A= ψa ∈ SL(Zd)
B∈ SL(Zd′ ) za( j,k) index description

Pβ

(
β 0
0 β−1

)

1 diagonal

Rα Pβ

(
β 0

αβ β−1

)

(−µ)αβ 2 j2 = µαβ 2 j( j+d) lower triangular

F−1Rα Pβ F

(

β−1 −αβ
0 β

)

, α 6= 0 (−µ)−αβ 2k2
upper triangular

Rα Pβ F−1Rγ
(

βγ β
αβγ−β−1 αβ

)

(−µ)γ(αβ 2γ−1) j2+2(αβ 2γ−1) jk+αβ 2k2
b12 is a unit

F−1Rα Pβ F−1Rγ F

(

αβ β−1−αβγ
−β βγ

)

(−µ)−αβ 2 j2+2(αβ 2γ−1) jk−γ(αβ 2γ−1)k2
b21 is a unit

Table 14.3: Some symplectic unitaries[a]∈CSp(d), with an Appleby index[B,0] (B is a symplectic
index), the index(ψa,za). Hereβ is a unit inZd (and hence inZd′ ). For the cases whena is
antiunitary, or the off diagonal entries ofA= ψa are nonzero and not units, see§14.13.
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14.13 Calculating a symplectic matrix from its symplectic index

Using Table 14.3, a symplectic matrixa can be determined from its symplectic index
B (or ψa = B modd), except for when the off diagonal entries ofB are nonzero and
not units. We now consider this case, and also whena is antiunitary.

The antilinear map
C : Cd→ Cd;z 7→ z

of entrywise complex conjugation is in the extended Clifford group EC(d), i.e., it
normalisesĤ, since

C(SjΩ k)C−1 = SjΩ−k. (14.55)

Thus the antiunitary elements of EC(d) are preciselyaC, a∈ C(d). Let

ψC := J :=

(

1 0
0 −1

)

.

We note det(J) =−1. WithUλ defined by (14.17), from (14.55) we obtain

(aC)Uλ (aC)−1 = a(CUλC−1)a−1 = a(UψC(λ ))a
−1 = za(ψC(λ ))UψaψC(λ ).

In this way, we can extend the index(za,ψa) to a∈ EC(d), where

ψa ∈ ESL2(Zd) := {A∈ SL2(Zd);det(A) =±1}= SL2(Zd)∪{AJ : A∈ SL2(Zd)},

and
zaC = za◦ψC, ψaC = ψaψC, a∈ E(d).

Similarly, the Appleby indexing extends. WitĥDp defined by (14.37), (14.55) gives

CD̂pCv=C(−µ)p1p2Sp1Ω p2v= (−µ)−p1p2Sp1Ω−p2v

= (−µ)(Jp)1(Jp)2S(Jp)1Ω (Jp)2 = D̂Jpv,

so that ifa∈ C(d) has Appleby index[B,χ ], then

(aC)D̂p(aC)−1 = a(D̂Jp)a
−1 = ω〈〈χ ,BJp〉〉D̂BJp, ∀p∈ Z2

d′ , (14.56)

i.e.,aC has extended Appleby index[BJ,χ ]. Thus, the surjective homomorphism
f of Theorem 14.2 extends to

fE : ESL2(Zd′)⋉Z2
d→ EC(d)/[I ]. (14.57)

We say that an antiunitary elementaC∈ EC(d) is symplecticif it has an (extended)
Appleby index of the form[BJ,0], B∈ SL2(Zd′).

We now illustrate how a symplectic Clifford operation can beconstructed from
its (extended) Appleby index. This allows a matrixa∈EC(d) to be constructed with
any given extended Clifford index[B,χ ], B∈ SL2(Zd′), χ ∈ Z2

d′ .
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Example 14.6.(Antiunitary symplectic) Ford = 8, consider the symplectic index
(

6 11
5 1

)

∈ ESL2(Z16)

from the Table 14.4. This matrix has determinant−1, and so given an antiunitary
symplectic operationaC, a∈C(d), where a symplectic index ofa is given by

B=

(

6 11
5 1

)

J−1 =

(

6 11
5 1

)(

1 0
0 −1

)

=

(

6 5
5 15

)

.

Since 5 is a unit inZ16 with inverse 13, we have

B=

(

1 0
3 1

)(

5 0
0 13

)(

0 1
−1 0

)(

1 0
14 1

)

,

and so we can takeaC= R3P5F−1R14C (see the fourth row of Table 14.3).

Lemma 14.3.Let B∈ SL2(Zd′), then for x∈ Zd′ , we have

B=

(

α β
γ δ

)

=

(

1 0
−x 1

)(

0 −1
1 0

)(

γ +xα δ +xβ
−α −β

)

, (14.58)

where x can be chosen so thatδ +xβ ∈ Z∗d′ . One such choice for x is the product of
the primes which divide d but notδ := b22 ∈ Zd′ . In this way, a symplectic matrix
a∈ C(d) with symplectic index B can be constructed by using Table 14.3.

Proof. The formula (14.58) holds by multiplying out. Since det(B) = αδ −βγ = 1,
a primep dividing d (and henced′) cannot divide bothδ andβ . We have two cases

p | δ =⇒ p ∤ β , p ∤ x =⇒ p ∤ δ +xβ ,
p ∤ δ =⇒ p | x =⇒ p ∤ δ +xβ . (14.59)

In both of these cases,p ∤ δ +xβ , and soδ +xβ is a unit inZd′ . ⊓⊔

Example 14.7.For d = 6, d′ = 12, letB be the order 4 matrix

B :=

(

3 2
4 3

)

∈ SL2(Z12).

The prime divisors ofd are p= 2,3 andδ = 3, so we can takex= 2, and (14.58)
gives

B=

(

3 2
4 3

)

=

(

1 0
−2 1

)(

0 −1
1 0

)(

10 7
−3 −2

)

.

Thusa= R−2FR−2F−1R−2 is a symplectic unitary, with Appleby index[B,0]. This
matrixa has three zero entries in each column and satisfiesa4 = I .
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14.14 The Zauner matrix

It follows from (14.46) thatM := RF has the symplectic index

BM =

(

1 0
1 1

)(

0 1
−1 0

)−1

=

(

0 −1
1 −1

)

∈ SL2(Zd′). (14.60)

FromB3
M = I , or Example 14.5, it follows the symplectic operation[M] has order 3.

This also follows from theGauss sum

d−1

∑
j=0

µ j( j+d) =
d−1

∑
j=0

(−µ) j2 =
1
2

2d−1

∑
j=0

e
2π i
2d (d+1) j2 =

1
2

G(d+1,2d) =

√
d

e
2π i
8 (d−1)

,

(14.61)
by a direct calculation

(M2) jk =
1
d ∑

r
(−µ) j2+2 jr (−µ)r2+2rk =

1
d ∑

r
(−µ)(r+ j+k)2−k2−2k j

=
1
d

√
d

e
2π i
8 (d−1)

(−µ)−k2−2k j = (e
2π i
8 )−(d−1)(M−1) jk. (14.62)

Thus theZauner matrix 5 (see [Zau99],[Zau10]) given by the normalisation

Z := ζ d−1M = ζ d−1RF, ζ := e
2π i
24 , (14.63)

has order 3, as doZ2,Z,Z
2 ∈ C(d). By (14.15),

Z(SjΩ k)Z−1 = µk(k−2 j+d)S−kΩ j−k, (14.64)

and by (14.33), we have

ψZ =

(

0 −1
1 −1

)

, ψZ2 =

(

−1 1
−1 0

)

, ψZ =

(

0 1
−1 −1

)

, ψ
Z2 =

(

−1 −1
1 0

)

.

The Zauner matrix satisfies

R−1ZR= Z
2
, R−1Z2R= Z.

We have the following corollary of Theorem 14.1.

Corollary 14.3. The extended Clifford group is generated byĤ, and

C (order 2), Z (order 3), F (order 4).

Proof. The extended Clifford group is generated byC, and a set of generators for
C(d). Here, the generatorRof Theorem 14.1 is replaced byZ = ζ d−1RF. ⊓⊔
5 TheZ = ζ d−1FG of [Zau99] isZ

2
, with F = F−1, G = R, U = Ω , V = S−1.
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14.15 The Scott–Grassl numerical SICs

A stronger form of Zauner’s conjecture asserts the existence of a Weyl–Heisenberg
SIC with a specific structure, i.e.,

Zauner’s conjecture (Strong):For every dimensiond, a Weyl–Heisenberg SIC
(set ofd2 equiangular vectors) inCd of the form

(SjΩ kv) j,k∈Zd ,

can be constructed, wherev is an eigenvector of the Zauner matrixZ.

Following from the work of Renes, et al [RBKSC04], an extensive (and ongoing)
search led by Andrew Scott6 [SG10] foundnumericalWeyl–Heisenberg SICs (for
d≤ 67) and counted and indexed them (ford≤ 50). This has now been extended to
a putative list of all Weyl–Heisenberg SICs with certain symmetries ford≤ 90 and
at least one ford≤ 120 andd = 124,143,147,168,172,195,199,228,259,323.

These (Scott–Grassl) numerical SICswere obtained by finding unit vectorsv∈
Cd that minimise the second frame potential of(SjΩ kv)( j,k)∈Z2

d
, i.e., by Proposition

14.1 and(SjΩ k)∗ = Ω−kS− j = ω jkS− jΩ−k,

∑
( j,k)∈Z2

d

|〈SjΩ kv,v〉|4 = 1

|Z2
d|

∑
p

∑
q
|〈Sp1Ω p2v,Sq1Ω q2v〉|4≥ 2d

d+1
,

with equality if and onlyv is a fiducial vector for a Weyl–Heisenberg SIC. These SIC
fiducials can be presented to high accuracy, e.g., 1000 decimal places (see [Chi15]).

The numerical SICs given by a fiducial vectorv have been invaluable in the study
and analytic construction of SICs [ACFW17]. We now detail some of their proper-
ties which are summarised in Table 14.4 (kindly provided by Scott and Grassl).

TheClifford action (of the extended Clifford group) on the projectorsPv = vv∗

given by fiducial vectorsv is g·Pv = (gv)(gv)∗ = gPvg−1, which gives orbits

orb(v) := {g(vv∗)g−1}g∈EC(d).

Thesymmetriesof a fiducial vectorv is the stabiliser of the induced action of the
projective group PEC(d), i.e.,

S= S(v) := {[a] ∈ PEC(d) : av= λv for some (unit) scalarλ ∈ C}. (14.65)

The symmetriesS= S(v) simplify the construction of a fiducial vectorv, e.g., ifv is
an eigenvector of the Zauner matrixZ, thenv lies in a subspace ofCd of dimension
approximatelyd/3 (see Table 14.7). The symmetries of numerical SICs all appear

6 Using Andrew Scott’s code, C. A. Fuchs, M. C. Hoang and B. C. Stacey have found numerical
Weyl–Heisenberg SICs ford≤ 151 (and counting) using a Chimera supercomputer.
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to be symplectic operations, which give a cyclic group of order a multiple of three
for d > 3. These include the operations with symplectic indicesFz,Fa,Fb,Fc,Fd,Fe

(see§14.18). The number of SICs modulo the action of the extended projective
Clifford group PEC(d) is given in the # column of Table 14.4.

Table 14.4: The Weyl-Heisenberg covariant numerical SIC-POVMs of [Sco17].
Gaps in the classification are marked by ?’s, which either indicate an unexplored
dimension (to be filled in later) or note the likely presence of an unknown general
symmetry.

d
PEC(d) orbits

#
stabiliser

labels|S| S notes
2 1 6 〈

(
0 −1
−1 0

)
,Fz〉 a

3
∞ 6 〈

(
0 −1
−1 0

)
,Fz〉 a

1 12 〈
(

0 −1
−1 0

)
,−Fz〉 b

1 48 ESL2(Z3) c
4 1 6 〈FcFz〉= 〈Fc〉〈Fz〉 a
5 1 3 〈Fz〉 a
6 1 3 〈Fz〉 a

7
1 3 〈Fz〉 a
1 6 〈FcFz〉= 〈Fc〉〈Fz〉 b

8
1 3 〈Fz〉 a
1 12 〈

(
6 11
5 1

)
〉= 〈Fz〉〈

(
3 6
10 9

)
〉 ∋ Fb ? b

9 2 3 〈Fz〉 a,b
10 1 3 〈Fz〉 a
11 3 3 〈Fz〉 a–c

12
1 3 〈Fz〉 a
1 6 〈

(
0 17
17 15

)
〉 ∋ Fa

(
0 17
17 15

)
∼ Fe b

13 2 3 〈Fz〉 a,b
14 2 3 〈Fz〉 a,b

15
3 3 〈Fz〉 a–c
1 6 〈FbFz〉= 〈Fb〉〈Fz〉 d

16 2 3 〈Fz〉 a,b
17 3 3 〈Fz〉 a–c
18 2 3 〈Fz〉 a,b

19
3 3 〈Fz〉 a–c
1 6 〈FcFz〉= 〈Fc〉〈Fz〉 d
1 18 〈

(
3 12
7 15

)
〉= 〈Fc〉〈

(
7 14
5 2

)
〉 ∋ Fz

(
7 14
5 2

)
∼ Fd e

20 2 3 〈Fz〉 a,b

21
4 3 〈Fz〉 a–d
1 3 〈Fa〉 e

22 1 3 〈Fz〉 a
23 6 3 〈Fz〉 a– f

24
2 3 〈Fz〉 a,b
1 6 〈FbFz〉= 〈Fb〉〈Fz〉 c

25 2 3 〈Fz〉 a,b
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d
PEC(d) orbits

#
stabiliser

labels|S| S notes
26 4 3 〈Fz〉 a–d
27 6 3 〈Fz〉 a– f

28
2 3 〈Fz〉 a,b
1 6 〈FcFz〉= 〈Fc〉〈Fz〉 c

29 4 3 〈Fz〉 a–d

30
3 3 〈Fz〉 a–c
1 3 〈Fa〉 d

31 7 3 〈Fz〉 a–g
32 2 3 〈Fz〉 a,b
33 4 3 〈Fz〉 a–d
34 2 3 〈Fz〉 a,b

35
8 3 〈Fz〉 a–h
1 6 〈FbFz〉= 〈Fb〉〈Fz〉 i
1 12 〈

(
15 3
32 18

)
〉= 〈Fz〉〈

(
3 15
20 18

)
〉 ∋ Fb ? j

36 4 3 〈Fz〉 a–d
37 4 3 〈Fz〉 a–d
38 4 3 〈Fz〉 a–d

39
6 3 〈Fz〉 a– f
2 3 〈Fa〉 g,h
2 6 〈

(
0 7
28 6

)
〉 ∋ Fa

(
0 7
28 6

)
∼ Fe i, j

40 2 3 〈Fz〉 a,b
41 8 3 〈Fz〉 a–h
42 4 3 〈Fz〉 a–d
43 6 3 〈Fz〉 a– f
44 6 3 〈Fz〉 a– f
45 4 3 〈Fz〉 a–d
46 3 3 〈Fz〉 a–c
47 8 3 〈Fz〉 a–h

48

4 3 〈Fz〉 a–d
1 3 〈Fa〉 e
1 6 〈FbFz〉= 〈Fb〉〈Fz〉 f
1 24 〈

(
4 37
25 63

)
〉 ∋ Fa,Fb ? g

49 7 3 〈Fz〉 a–g
50 2 3 〈Fz〉 a,b
51 14 3 〈Fz〉 a–n

52
3 3 〈Fz〉 a–c
1 6 〈FcFz〉= 〈Fc〉〈Fz〉 d

53
9 3 〈Fz〉 a–i
1 9 〈

(
7 21
32 28

)
〉 ∋ Fz

(
7 21
32 28

)
∼ Fd j

54 4 3 〈Fz〉 a–d
55 6 3 〈Fz〉 a– f
56 6 3 〈Fz〉 a– f

57
6 3 〈Fz〉 a– f
2 3 〈Fa〉 g,h

58 4 3 〈Fz〉 a–d



388 14 Weyl–Heisenberg SICs

d
PEC(d) orbits

#
stabiliser

labels|S| S notes
59 12 3 〈Fz〉 a–l
60 4 3 〈Fz〉 a–d
61 6 3 〈Fz〉 a– f
62 5 3 〈Fz〉 a–e

63
14 3 〈Fz〉 a,d–p
2 6 〈FbFz〉= 〈Fb〉〈Fz〉 b,c

64 4 3 〈Fz〉 a–d
65 8 3 〈Fz〉 a–h

66
6 3 〈Fz〉 d–i
3 3 〈Fa〉 a–c

67
7 3 〈Fz〉 c–i
2 6 〈FcFz〉= 〈Fc〉〈Fz〉 a,b

68 4 3 〈Fz〉 a–d
69 8 3 〈Fz〉 a–h
70 5 3 〈Fz〉 a–e
71 18 3 〈Fz〉 a–r
72 4 3 〈Fz〉 a–d
73 4 3 〈Fz〉 a–d
74 7 3 〈Fz〉 a–g

75
12 3 〈Fz〉 a–l
3 3 〈Fa〉 m–o

76 6 3 〈Fz〉 a– f
77 8 3 〈Fz〉 a–h
78 7 3 〈Fz〉 a–g
79 14 3 〈Fz〉 a–n

80
8 3 〈Fz〉 a–h
1 6 〈FbFz〉= 〈Fb〉〈Fz〉 i

81 12 3 〈Fz〉 a–l
82 3 3 〈Fz〉 a–c
83 16 3 〈Fz〉 a–p

84
6 3 〈Fz〉 a– f
2 3 〈Fa〉 g,h
2 6 〈Fe〉 Fe

2∼ Fa i, j
85 4 3 〈Fz〉 a–d
86 10 3 〈Fz〉 a– j
87 12 3 〈Fz〉 a–l
88 4 3 〈Fz〉 a–d
89 10 3 〈Fz〉 a– j
90 4 3 〈Fz〉 a–d

91-121 ≥ 1 ≥ 3 ?∋ Fz a
99 ≥ 3 ≥ 6 ?∋ Fz,Fb b–d
111 ≥ 1 ≥ 9 ?∋ Fd Fd

3∼ Fa

120
≥ 1 ≥ 6 ?∋ Fz,Fb
≥ 1 ≥ 6 ?∋ Fa,Fb

124 ≥ 1 ≥ 6 ?∋ Fz,Fc a
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d
PEC(d) orbits

#
stabiliser

labels|S| S notes
143 ≥ 1 ≥ 6 ?∋ Fz,Fb a
147 ≥ 1 ≥ 6 ?∋ Fe Fe

2∼ Fa a
168 ≥ 1 ≥ 6 ?∋ Fz,Fb a
172 ≥ 1 ≥ 6 ?∋ Fz,Fc a
195 ≥ 1 ≥ 6 ?∋ Fz,Fb a
199 ≥ 1 ≥ 9 ?∋ Fd a
228 ≥ 1 ≥ 6 ?∋ Fe Fe

2∼ Fa a
259 ≥ 1 ≥ 6 ?∋ Fz,Fc a
323 ≥ 1 ≥ 9 ?∋ Fd a

14.16 Symmetries of the Weyl–Heisenberg SICs

The symmetries of a fiducialv (under the Clifford group action) given in Table 14.4
include the symplectic (anti)unitaries with symplectic indices (see Exer. 14.16)

Fz :=

(

0 d−1
d+1 d−1

)

= (d+1)

(

0 −1
1 −1

)

, d≥ 2,

Fa :=

(
1 d+3

4d−3
3 d−2

)

= (d+1)

(
d+1 3
d−3

3 d−2

)

, d≡ 3 mod 9, d 6= 3,

Fb :=

(

−β d
d d−β

)

, d = β 2−1, β ≥ 3,

Fc :=

(

κ d−2κ
d+2κ d−κ

)

=

(

κ d+2κ
d+2κ d+κ

)(

1 0
0 −1

)

,
d = (3k±1)2+3,
κ = 3k2±k+1,

k≥ 0,

Fd :=

(

0 1
−1 −k(k+3)

)

, d = k2(k+3)−1,

Fe :=

(

0 1
1 d+3k

)

=

(

0 −1
1 −d−3k

)(

1 0
0 −1

)

, d = 9k2+3.

The first two are order three symplectic unitaries, namely the Zauner matrixZ, and

M1 = aFa := (−1)d−1Rd−1F−1R−3FR
d
3 , d≡ 3 mod 9, d 6= 3. (14.66)

These have symplectic indices with trace−1 (see§14.18), and (see Table 14.4)

• For every dimensiond there is a fiducial with the Zauner symmetry.
• In addition, ford ≡ 3 mod 9,d 6= 3, there areexceptionalfiducials which are

eigenvectors ofM1 (but not of a conjugate ofZ), namely those with the labels

12b, 21e, 30d, 39ghi j, 48eg, 57gh, 66abc, 75mno, 84ghi j, . . .
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For all known Weyl–Heisenberg numerical SICs, the symmetriesS(v) of the
fiducial vectorv is a cyclic group of order a multiple of three ford > 3.

In addition to a symmetryZ or M1, the tabulated SICs have symmetries:

• The order 2 symplectic unitary

aFb = S
1
2d(d+1)Ω

1
2d(d+1)P−k, d = k2−1,

for d = 8b, 15d, 24c, 35i j , 48f , 63bc, 80i, 99, 120, 143a, 168a, 195a, 224, . . .
• The order 2 symplectic antiunitary

aFc = R−1F−1Rκ(2κ−d)P3κFR1−κdC, d = (3k±1)2+3,

whereκ = 3k2± k+1, for d = 4a, 7b, 19de, 28c, 52d, 67ab, 103, 124a, 172a,
199, 259a, 292, . . .

• The order 9 unitary

aFd = R−k(k+3)F−1, d = k2(k+3)−3,

for d = 19e, 53j, 111, 199a, 323a, 489, . . .
• The order 6 antiunitary

aFe = Rd+3kFC, d = 9k2+3,

for d = 12b, 39i j , 84i j , 147a, 228a, 327, . . .

Example 14.8.(d = 4) The Scott–Grassl SIC 4a for C4 is in the 1–eigenspace ofZ
(dimension 2) and has antiunitary symmetryaC, a := R−1F−1R−2P3FR−3, where

Z =
1
2






√
i
√

i
√

i
√

i
−i 1 i −1
−
√

i
√

i −
√

i
√

i
−i −1 i 1




 , a=

1
2






1− i 0 −1− i 0
0 −1− i 0 i−1

−1− i 0 1− i 0
0 i−1 0 −1− i




 ,

It therefore satisfies7

Zv= v, av= 1√
2
(1− i)v. (14.67)

Each eigenspace ofZ andM1 (of order 3) has dimension≈ d
3 , see Table 14.7

and (14.109). Equations such as (14.67) aid the search for exact fiducials. Further
simplifications of the equations that determine a Weyl–Heisenberg SIC (see§14.27)
can be obtained by choosing a conjugate ofZ (or other symmetries) to be monomial
(see§14.17 and§14.18).

7 Herev is the numerical SIC 4a, which has the (unnormalised) analytic form given by (14.83).
The SIC chosen in (14.68) does not have the symmetryav= cv, c∈ T.
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14.17 Monomial representations of the Clifford group

If d is a square, sayd = n2, then the commutativity relation (14.5) gives

Ω nSn = ωn2
SnΩ n = SnΩ n,

so the Weyl–Heisenberg group has an abelian subgroup generated bySn andΩ n. By
diagonalising this subgroup, [ABB+12] were led to a monomial representation of
the Clifford group, i.e., one in which the matrices have exactly one nonzero entry in
each row and column. We now summarise (without proof) thisphase-permutation
representation. Let (ek)k∈Zd is the standard basis forCd.

In the basis(u j) for Cd given by

u j :=
n−1

∑
t=0

ω−nt j1ent+ j2, j = ( j1, j2) ∈ Z2
n,

the Clifford group elementsa transform to monomial matrices

â :=U−1aU, U := [u j ],
where

Ŝej :=

{

e( j1, j2+1), j2+1 6= 0;

σ j1e( j1,0) j2+1= 0,
Ω̂ej := ω j2e( j1−1, j2), σ := e

2π i
n .

Example 14.9.(d = 4) For n = 2, with the order(0,0),(0,1),(1,0),(1,1) on the
indices fromZ2

2, we have

Ŝ=






0 1 0 0
1 0 0 0
0 0 0−1
0 0 1 0




 , Ω̂ =






0 0 1 0
0 0 0 i
1 0 0 0
0 i 0 0




 , U =






1 0 1 0
0 1 0 1
1 0−1 0
0 1 0 −1




 ,

F̂ =






1 0 0 0
0 0 1 0
0 1 0 0
0 0 0−i




 , R̂=






0 0 1 0
0 −
√

i 0 0
1 0 0 0
0 0 0−

√
i




 , Ẑ =






0
√

i 0 0
0 0 −i 0√
i 0 0 0

0 0 0 1




 .

In the basis(u j) the conditionZv= vof (14.67) can be written aŝZw=w, w=U−1v,
i.e.,
√

iw2 = w1, −iw3 = w2 and
√

iw1 = w3. Thus we seek a fiducial of the form
w= (−i

√
i,−i,1,a), a∈C. It is easy to check thata=

√

2+
√

5
√

i gives a fiducial
vectorv, which is a 1–eigenvector ofZ, namely

v=
1

√

10+2
√

5







1− i
√

i

−i +
√

2+
√

5
√

i
−1− i

√
i

−i−
√

2+
√

5
√

i






,

√
i =

1√
2
(1+ i). (14.68)
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14.18 The Clifford trace and symplectic unitaries of order3

Each known Weyl–Heisenberg SIC has an order 3 symmetryZ or M1 (see§14.16).
The symplectic indices of these symplectic unitaries satisfy

trace(Fz) = trace(Fa) =−1.

We now classify such matrices up to conjugation by a symplectic operation.
TheClifford trace is the map

trC : C(d)→ Zd : a 7→ trace(ψa).

Sincea 7→ ψa is a homomorphism with kernel̂H (Lemma 14.2), this satisfies

trC(ab) = trC(ba), ∀a,b∈ C(d), (14.69)

trC(ah) = trC(a), ∀a∈ C(d), ∀h∈ Ĥ. (14.70)

In particular, the Clifford trace of any conjugate ofZ or Z−1 = Z2 is−1, e.g.,

trC(gZg−1) = trC(Zg−1g) = trC(Z) = trace(ψZ) =−1,

and the Clifford trace is well defined on the Clifford operations, i.e.,

trC([a]) := trC(a), ∀[a] ∈ PC(d).

The order of a Clifford operation is related to its Clifford trace, since

A2 = trace(A)A− I , ∀A∈ SL2(Zd). (14.71)

Lemma 14.4.A nonidentity extended Clifford operation[a] ∈ EC(d)/[I ] with index
(A,za) and Clifford trace t= trace(A) has order3 if and only if

(t2−1)A= (t +1)I , za((t +1)Ap) = ω(t+1)pTMAp, ∀p∈ Z2
d, (14.72)

where MA =

(

γ(α3+2α2δ +αδ 2−2α−δ ) βγ(α +δ −1)(α +δ +1)
βγ(α +δ −1)(α +δ +1) β (δ 3+2αδ 2+α2δ −2δ −α)

)

, A=
(

α β
γ δ

)

.

Proof. Since a product of three antiunitaries is a unitary matrix, we havea∈ C(d).
In view of the isomorphism (14.35),[a] has order 3 if and only if

(A,za)
3 = (A3,(za◦A2)(za◦A)za) = (I ,1).

From (14.71), we obtain

A3 = A(tA− I) = t(tA− I)−A= (t2−1)A− tI ,
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so that the conditionA3 = I can be written as the first condition of (14.72).
We now consider the condition(za◦A2)(za◦A)za = 1. By (14.23), we calculate

za(p)za(Ap)za(A
2p) = ω−pT σA(Ap)za(p+Ap)za(A

2p)

= ω−pT σA(Ap)ω−(p+Ap)T σA(A
2p)za(p+Ap+A2p)

= ω−pT (σAA+σAA2+AT σAA2)pza(p+Ap+A2p).

By (14.71), we have

I +A+A2 = I +A+ tA− I = (1+ t)A.

Using det(A) = αδ −βγ = 1, a calculation gives

σAA+σAA2+ATσAA2

= (α +δ +1)

(
γ(α3+2α2δ +αδ 2−2α−δ ) βγ(α +δ −1)(α +δ +1)

βγ(α +δ −1)(α +δ +1) β (δ 3+2αδ 2+α2δ −2δ −α)

)

.

Thus we may rewrite the condition(za◦A2)(za◦A)za = 1, to obtain the result. ⊓⊔
Sinceza(0) = 1,∀a∈ EC(d), and trC(I) = 2=−1 if and only ifd = 3, we have

If a∈ C(d) has Clifford trace−1 andd 6= 3, then[a] has order 3.

Further, by taking the trace of the condition(t2−1)A= (t +1)I , we have

The Clifford tracet of a Clifford operation of order 3 satisfies

(t−2)(t +1)2 = 0. (14.73)

For d prime, Clifford operators of order 3 must have Clifford trace−1.

Proposition 14.6.Suppose that d6= 3 and a∈ C(d). Then

1. If a has Clifford trace−1, then[a] has order3.
2. If d is prime, then[a] has order3 if and only if a has Clifford trace−1.

Proof. Since we have already proved 1, it suffices to prove ford 6= 3 prime and[a]
of order 3 that the Clifford tracet = trC(a) is−1. We recall thatt is a root of (14.73).

If t 6=−1, thent +1 is a unit (all nonzero elements ofZd are units ford prime),
so thatt = 2. But, if t = 2, then (14.72) gives 3A= 3I , and henceA= I (3∈ Z∗d for
d 6= 3 prime), so thata∈ Ĥ (by Lemma 14.2). Since(SjΩ k)3 = ω3Sr j Ω rk (see Exer.
14.4) andS, Ω have orderd, the order of[a] cannot be 3 (since 3 does not divided).
Thust = trC(a)−1 (when[a] has order 3 andd 6= 3 is prime). ⊓⊔
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A Clifford operation of order 3 is said to becanonical order 3 if it has Clifford
trace−1 (see [App05]), e.g., the Zauner matrixZ andM1 are canonical order 3.

Example 14.10.It follows from (14.69) and (14.70) that left or right multiplication
of a canonical order 3 Clifford operation by a displacement operation gives another
canonical order 3 operation, e.g.,[h1Zh2] is canonical order 3 for anyh1,h2 ∈ Ĥ.

There are Clifford operations of order 3 with Clifford trace2.

Example 14.11.If 3 dividesd, then the symplectic unitaryR
d′
3 (and its inverse) has

order 3 and Clifford trace

trC(R
d′
3 ) = trace

(
(

1 0
d′
3 1

)
)
= 2,

as do the Weyl displacement operatorsS
d
3 ,Ω

d
3 ,S

d
3 Ω

d
3 .

There are Clifford operations of order 3 with Clifford tracet 6= −1,2, i.e., for
which (14.73) holds witht−2 andt +1 not units inZd.

Example 14.12.For d = 10, SL2(Z10) has a single conjugacy class of elements of
order 3 and trace 4 and 7. These have representatives

A=

(

3 2
6 1

)

(trace 4), B=

(

6 5
5 1

)

(trace 7).

These can be lifted to symplectic indices which give symplectic unitaries of order 3
and Clifford trace 4 and 7 (see§14.13), e.g.,a=R10FR8F−1R6, b=R10FR5F−1R15.

We need the following technical lemma of [BW17].

Lemma 14.5.Suppose that d≥ 2, and let

z := ψZ =

(

0 −1
1 −1

)

, z2 =

(

−1 1
−1 0

)

, (14.74)

m1 :=

(
1 3

d−3
3 −2

)

, d≡ 3 mod 9, (14.75)

m2 :=

(
1 3

2d−3
3 −2

)

, d≡ 6 mod 9. (14.76)

Then the conjugacy classes of elements of order3 and trace−1 in SL2(Zd) have
representatives

{z}, d 6≡ 0 mod 3, (14.77)

{z,z2}, d≡ 0 mod 9or d = 3, (14.78)

{z,z2,m1}, d≡ 3 mod 9, d 6= 3, (14.79)

{z,z2,m2}, d≡ 6 mod 9. (14.80)
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Lemma 14.6.Let ϕ : G→ H be a homomorphism of G onto H, with|kerϕ| = 2k.
If h ∈ H has order3, then there is an element g∈G of order3 with ϕ(g) = h.

Proof. By the first isomorphism theorem for groups, we may assume that H =G/K,
whereK = kerϕ. Suppose thath= aK ∈ G/K has order 3, i.e.,a3 = x∈ K, where
a 6∈ K. By Bézout’s identity (the Euclidean algorithm) choose integers α,β with
1=−3α +2kβ . Let g= axα ∈ 〈a〉. Thenϕ(g) = axαK = aK, and

g3 = (axα)3 = a3x3α = x3α+1 = x2kβ = 1.

⊓⊔

Lemma 14.7.For d even, SL2(Z2d) has no elements of of order3 and trace d−1.

Proof. If A∈ SL2(Z2d) has order 3, andt = trace(A), then, by (14.71), we have

A3 = A(tA− I) = t(tA− I)−A= (t2−1)A− tI = I =⇒ (t2−1)A= (t +1)I .

For t = d−1, this gives(d2−2d)A= 0= dI (mod 2d), which not possible. ⊓⊔
We now characterise all symplectic unitaries of canonical order 3.

Theorem 14.3.(Characterisation) The symplectic operations of canonical order 3
are conjugate inCSp(d)/[I ] to [a], where a∈ CSp(d) is one of the following

{Z}, d 6≡ 0 mod 3,

{Z,Z2}, d≡ 0 mod 9or d = 3,

{Z,Z2,W1}, d≡ 3 mod 9,d 6= 3,

{Z,Z2,W2}, d≡ 6 mod 9,

where

Z := e
2π i
24 (d−1)RF−1,

Wa := (−1)d−1R
2d
3 aF−1R3FR, (14.81)

have order3 in CSp(d).

Proof. The key idea is to apply the fact that group homomorphisms mapconjugacy
classes to conjugacy classes to the commutative diagram (14.51) of§14.11, i.e.,

SL2(Zd′)
α

-- CSp(d)/[I ]

SL2(Zd)

ψ̂
?
?

m
d

--

We observe that
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• Since the kernel of̂Ψ has order 1 or 4 (d odd or even), the conjugacy classes of
elements of order 3 and Clifford trace−1 in CSp(d)/[I ] map onto the conjugacy
classes of elements of order 3 and trace−1 in SL2(Zd) (by Lemma 14.6).

• Since the kernel ofα has 1 or 2 (d odd or even), each conjugacy class of an
element of order 3 and Clifford trace−1 in CSp(d)/[I ] is the image underα of
the conjugacy class of an element of order 3 inSL2(Zd′) (by Lemma 14.6) and
of trace−1 (by Lemma 14.7).

Thus the conjugacy classes of elements of order 3 and trace−1 in SL2(Zd′) map
onto the conjugacy classes of elements of canonical order 3 in CSp(d)/[I ], which in
turn map onto the conjugacy classes of elements of order 3 andtrace−1 in SL2(Zd).
A count of the conjugacy classes inSL2(Zd′) andSL2(Zd) (for d even) shows that
these maps are 1–1, i.e., representatives of the conjugacy classes of elements of
order 3 and trace−1 in SL2(Zd′) give symplectic indices for representatives of the
conjugacy classes of the symplectic operations of canonical order 3.

We now use Lemma 14.5 to calculate these symplectic indices (and show the
injectivity asserted above) for the various cases.

Ford 6≡ 0 (mod 3), we have 2d 6≡ 0 (mod 3), and so there is a single conjugacy
class with symplectic indexz.

For d ≡ 0 (mod 9), d 6= 3, we have 2d ≡ 0 (mod 9), and so there is are two
conjugacy classes given by the symplectic indicesz,z2. Ford = 3, we haved′ = d,
and there are two conjugacy classes given by the symplectic indicesz,z2.

For d ≡ 3 (mod 9), d 6= 3, we have 2d ≡ 6 (mod 9), so that there are three
conjugacy classes given by the symplectic indicesz,z2, and

(
1 3

d−3
3 −2

)

∈ SL2(Zd) (d odd),

(
1 3

2(2d)−3
3 −2

)

∈ SL2(Z2d) (d even).

The second formula gives the first ford odd, and so works in both cases.
For d≡ 6 (mod 9), we have 2d≡ 3 (mod 9), so that there are three conjugacy

classes given by the symplectic indicesz,z2, and
(

1 3
2d−3

3 −2

)

∈ SL2(Zd) (d odd),

(
1 3

2d−3
3 −2

)

∈ SL2(Z2d) (d even).

In the last two cases, the third conjugacy class is given by the symplectic indices
m1 andm2 (respectively), where

mj :=

(
1 3

4d j−3
3 −2

)

∈ SL2(Zd′).

andm2
j is conjugate tomj (since otherwise there would be four conjugacy classes).

For convenience of presentation, we take the representative with symplectic index

w j := m2
j =

( −2 −3
1+ 2d

3 j 1

)

=

(

1 0
1 1

) 2d
3 j (

0 −1
1 0

)−1(
1 0
1 1

)3(
0 −1
1 0

)(

1 0
1 1

)

.
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By taking the symplectic operations corresponding to the representativesz,z2,w1,w2

in the above conjugacy classes, i.e.,Z,Z2,W1,W2, we obtain representatives for the
conjugacy classes of canonical order 3 symplectic operations. The normalisation of
Wa in its definition (14.81) ensures that it has order 3 (see Exer. 14.14). ⊓⊔

From the above proof, we have:

The conjugacy classes of order 3 and trace−1 elements inSL(Zd′) are in 1–1
correspondence with the conjugacy classes of canonical order 3 symplectic
operations.

The matricesW0,W1,W2 given by (14.81) are defined ford | 3, and are sparse,
i.e.,

(Wa) jk =

√

3
d
(−
√

i)1−3d

{

(−µ)−
1
3 ( j−k)2+ 2d

3 a j2+k2
, j−k≡ 0 mod 3;

0, j−k 6≡ 0 mod 3.

FurtherW0 is defined for alld, and is conjugate toZ via τ1−dW0=(R−1F)−1Z(R−1F).

τ1−dW0 = (R−1F)−1Z(R−1F).

Example 14.13.The canonical order 3 unitary given by the symplectic index

(d+1)Fa =

(
d+1 3
d−3

3 d−2

)

=

(

1 0
d 1

)−1

w2
1

(

1 0
d 1

)

, w2
1 =

(
1 3

4d−3
3 −2

)

is conjugate toW2
1 =W−1

1 , and so is given by the order 3 symplectic unitary

aFa = RdW−1
1 Rd = (−1)d−1Rd−1F−1R−3FR

d
3 .

All the known Weyl–Heisenberg SICs appear as eigenvectors of the canonical
order 3 symplectic unitariesZ or M1 = aFa (equivalentlyW1). As yet, no SIC
fiducials have been found which are eigenvectors ofW2 (for d≡ 6 mod 9).

Since the symmetries appear to form a cyclic group, it is natural to look for roots
of the symplectic indices forzandm1 as the symplectic indices of extra symmetries.

Example 14.14.For d = 8, the matrix

b=

(

11 13
3 8

)

=

(

6 11
5 1

)2

∈ SL2(Z16)

is a square root of(d+1)z. It is the symplectic index for the square root ofZ given
by B= ζ 17R8P13F−1R7, which is a symmetry of the SIC 8(c) of Table 14.4.
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14.19 Conjugates of the canonical order 3 symplectic unitaries

For fiducial vectors which are eigenvectors ofZ or M1 (all those known do date)
the equations characterising the SIC can be simplified (as inthe Example 14.9) by
conjugatingZ (or M1) by an element of EC(d) to obtain a monomial matrix (the
conjugates ofSjΩ k will continue to be monomial matrices).

We now use Theorem 14.3 to determine when the conjugate ofZ or M1 (or M2

for that matter) by a symplectic operation is a monomial matrix of the formRαPσ .
Since the permutation matrices inC(d) are symplectic (see§14.12), there exists

a permutation matrixPσ ∈ C(d), σ ∈ Z∗d of canonical order 3 if and only if

P3
σ = Pσ3 = I , trC(Pσ ) = σ +σ−1 =−1,

i.e., the existence of an integerσ (for d 6= 3) with

σ3≡ 1 modd, σ2+σ +1≡ 0 modd. (14.82)

For such aσ , we have

(
σ 0
α σ−1

)3

=

(

σ3 0
α(1+σ +σ2) σ−3

)

=

(

1 0
0 1

)

, so that:

If σ satisfies (14.82), then[RαPσ ] is a canonical order 3 symplectic operation.

By the Chinese remainder theorem, it follows (see [App05]) that the condition
(14.82) is equivalent tod satisfying:

(i) d has at least one prime divisor≡ 1 mod 3.
(ii) d has no prime divisors≡ 2 mod 3 (so thatd is odd).
(iii) d is not divisible by 9.

The first few suchd are

d = 7,13,19,21,31,37,39,43,49,57,61,67,73,79,91,93,97, . . .

By Theorem 14.3, the monomial operation[RαPσ ] is conjugate (via a symplectic
operation) to one of[Z], [Z]2, [M1] = [W1], [W2].

• For d not a multiple of 3 (d 6≡ 0 mod 3), i.e.,

d = 7,13,19,31,37,43,49,61,67,73,79,91,97, . . .

there is single conjugacy class, and so all[RαPσ ] are conjugate to[Z].
• For d a multiple of 3, i.e.,

d = 21,39,57,93,111,129,147,183,201,219,237, . . .

we haved
3 ≡ 1 mod 3, i.e.,d≡ 3 mod 9, and so the conjugacy classes are given

by [Z], [Z]2, [M1].
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For aσ satisfyingσ3 = 1, 1+σ +σ2, the symplectic index calculations

gzg−1 =

(
σ 0
1 σ2

)

, gz2g−1 =

(

σ2 0
−1 σ

)

, g :=

(

1 σ
0 1

)

, z=

(

0 −1
1 −1

)

,

give the following:

For anyd, if σ satisfies (14.82), then

1. The monomial operation[RPσ ] is a symplectic conjugate of[Z].
2. The monomial operation[R−1Pσ ] is a symplectic conjugate of[Z2].

Wheneverd is a multiple of 3, i.e.,d≡ 3 mod 9, it appears (for thed listed above)
that[Pσ ] is always a symplectic conjugate of[M1].

Example 14.15.For d = 21, no symplectic conjugate ofZ is a permutation matrix,
but many conjugates are monomial, e.g., the symplectic index calculation

(

1 4
0 1

)(

0 −1
1 −1

)(

1 4
0 1

)−1

=

(

4 0
1 16

)

,

together with Table 14.3, gives

gZg−1 = ω7R16P4, g := F−1R−4F.

Example 14.16.For d = 19, Appleby [App05] constructed an exact SIC fiducial
which was an eigenvector of the order 18 antiunitaryP10C with symplectic index

(

−9 0
0 −2

)

=

(

−9 0
0 2

)

J = g−1
(

3 12
7 15

)5

g, g :=

(

5 1
3 8

)

.

In view of Table 14.4, this is the SIC 19e. The exact fiducial is

v= b0e0+
18

∑
r=1

b1eiℓr θ er , b0 =

√

5+9
√

5
95 , b1 =

√

10−
√

5
190 , θ = cos−1

(√√
5−1
8

)

,

whereℓr = ( r
19) ∈ {−1,1} is the Legendre symbol.

The extra symmetries given byP10C immediately imply that the fiducial vectorv
has the very simple structural form above. At the time of its construction, the only
known exact SICs were ford = 2, . . . ,7 andd = 8 (the Hoggar lines). By using
similar techniques, the exact Scott–Grassl SICs 24c, 35j and 48g were constructed
[SG10]. In subsequent constructions of exact SICs, the symmetries deduced from
numerical SICs have been exploited.
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14.20 The SIC field of a Weyl–Heisenberg SIC

The Weyl–Heisenberg SICs ford 6= 3 that have been found exactly, e.g., ford = 4







8
(
(
√

10+
√

2−2
√

5−2)
√√

5+1−4
)
i +(
√

10+
√

2)
√√

5+1+4
√

2−4
−(8
√

2−8)i

−
(
(
√

10+
√

2−2
√

5−2)
√√

5+1+4
)
i− (
√

10+
√

2)
√√

5+1+4
√

2−4







(14.83)
have the following features:

• They are very complicated to present (in general), e.g., thethree exact fiducial
vectors ford = 11 given in [SG10] take up 22 pages.

• They are expressible by radicals (nested roots).

Since the equations defining a SIC involve quartic polynomials in several variables
(see§14.27), it does not follow (from the fact a univariate quadratic can be solved
by radicals) that the components of a SIC should be expressible by radicals.

We now consider the field defined by a Weyl–Heisenberg SIC. We will see that
some of its Galois automorphisms map SICs to SICs. This leadsto methods for
the construction of exact SICs from numerical SICs. The presentation (to follow)
assumes a basic familiarity with Galois theory.

In theory, the natural field in which to define a SIC is that generated by the triple
products of its vectors (see§8.6). Since the Weyl–Heisenberg SICs are given by the
orbit of a fiducial projectorΠ = vv∗ under the action of the Heisenberg group, and
the Clifford group maps SIC fiducials to SIC fiducials (see§14.7), it is convenient
and effective to (possibly) enlarge8 the field to contain the entries ofΠ andµ .

Definition 14.5.TheSIC field E of a Weyl–Heisenberg SIC with fiducialΠ = vv∗

is the smallest extension ofQ containing the entries ofΠ andµ = e
π i
d .

The inclusion ofµ ensures (see Exercises 14.22, 14.23) that:

The SIC fieldE=Q(Π ,µ) depends only on the extended Clifford orbit ofΠ .

SinceΠ = (Π ∗)T = ΠT andµ = µ−1, it follows

The SIC field is closed under complex conjugation (denoted bygc).

We have the (inclusion reversing) Galois correspondence between subfields ofE
and subgroups of the Galois groupG (of automorphisms of the fieldE which fixQ).

8 In earlier work [AYAZ13], the SIC fieldE was defined to be the smallest normal extension ofQ
containing the entries ofΠ ,

√
d, andµ. Here we use the more recent definition of [AFMY17].
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14.21 The Galois group of a generic SIC

For d > 1, a SIC is said to begeneric if it is a Weyl–Heisenberg SIC ford ≥ 4,
otherwise it issporadic SIC. The sporadic SICs have special properties not shared
by the generic SICs (see [Zhu15], [Sta17], [AFMY17], Exer. 14.21), e.g.,

The symmetry groups of the known sporadic SICs, i.e., the Hoggar lines and
thed = 2,3 Weyl–Heisenberg SICs are nonabelian (and doubly transitive on
the SIC fiducial projectors [Zhu15]), whereas the known generic SICs have
cyclic symmetry groups.

The generic SICs seem to have many special properties (in addition the Clifford
group action), that were observed in the early constructions. These were formalised
as a set ofconjecturesabout the SIC fieldE (and the action of its Galois group)
in [AYAZ13], and a refined version of thesefacts is given in [AFMY17]. We now
outline thesefacts (conjectures) about the generic SICs. From now on, we assume
that SICs are generic, and theknown SICs are those reported in [ACFW16].

Fact 1. In every known case, the SIC fieldE is normal overQ.

We recallE is normal overQ means that every irreducible polynomial overQ
which has a root inE splits overE (i.e., all its roots are inE).

Fact 2. In every known case,E is an extension ofK :=Q(
√

(d−3)(d+1)).

Here
√

(d−3)(d+1) is never an integer.

Fact 3. In every known case, Gal(E/K) is a finite abelian group.

In particular, the Galois group ofE overQ is solvable, and so a generic SIC
is expressible by radicals.

We recall theKronecker–Weber theorem, that the finite abelian extensions ofQ
are subfields of some cyclotomic fieldQ(e2π i/n). Finding a similar characterisation
for the finite abelian extensions of a quadratic field (such asthe extensionE of K
above) is an instance ofHilbert’s 12–th problem. This was solved for imaginary
quadratic fieldsQ(i

√
n), n a positive integer, where such extensions are a subfield

of a field generated by the torsion points of certain ellipticcurves. For abelian exten-
sions ofQ(

√
n), such as the conjecturedE, there is currentlyno such construction.

Even if the SIC fieldE is known (there are conjectures that it is a ray class field
overK), then it is not immediately obvious how to go from a Scott–Grassl numerical
SIC (of high precision) to an exact SIC with entries inE (sinceE is dense inC). This
is part of the intrigue of the SIC problem, i.e., given the high precision numerical
SICs, it is tempting to imagine that exact SICs cannot be too far away.
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14.22 The Galois action on a fiducial projector

The extended Clifford group permutes the SIC fiducials via the action (Exer. 14.22)

a·Π := (av)(av)∗ = aΠa−1, Π = vv∗, a∈ EC(d).

There is a natural action of the Galois groupG = Gal(E/Q) of the SIC fieldE on
matrices overE given by

g(A) = g([a jk]) := [g(a jk)], g∈ G , A∈ Em×n.

One might hope that this Galois action also maps SIC fiducialsto SIC fiducials.
Indeed we have already seen (§14.7) that this is the case for complex conjugation,
which we now denote bygc ∈ G . We will show that this is true for a large (index 2)
subgroupGc (consisting of the elements which commute withgc).

If g ∈ G = Gal(E/Q) and Π = [a jk] is a fiducial projector, then a necessary
condition forg(Π) to be a fiducial projector isg(Π)∗ = g(Π) = g(Π ∗), i.e.,

g(ak j) = g(ak j) ⇐⇒ gcg(ak j) = ggc(ak j).

Since the automorphismg mapsµ to another 2d–th root of unity, this implies that
g∈ G must commute with complex conjugationgc ∈ G (see Exer. 14.20).

For g∈ G = Gal(E/Q) andΠ a SIC fiducial,g(Π) is a rank one orthogonal
projection if and only ifg is in the centraliser of complex conjugationgc ∈ G .

Let Gc be the centraliser ofgc in G . We now show thatGc maps SIC fiducials to
SIC fiducials. LetΠ = vv∗ be a rank one orthogonal projection. Since(SjΩ k) j,k∈Zd

is an orthogonal (nice error) basis, we have

Π =
1
d ∑

j,k∈Zd

〈Π ,SjΩ k〉SjΩ k,

i.e.,Π is determined by itsoverlaps(or scalar multiples of them)

〈Π ,SjΩ k〉= trace(vv∗(SjΩ k)∗) = 〈v,SjΩ kv〉 ( j,k) 6= (0,0),

andΠ is a SIC fiducial if and only if these have constant modulus. Wedefine the
overlapsχΠ

p := trace(Π D̂p), p∈ Zd′ , where theD̂p are the displacement operators
of (14.37). We note thatΠ is a SIC fiducial if and only if its overlaps satisfy

χΠ
p := trace(Π D̂p) =

{

1, p≡ 0 modd;
eiθp√

d
, p 6≡ 0 modd,

p∈ Zd′ . (14.84)

We refer to theθp as theoverlap phasesof the SIC fiducialΠ .
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Let g∈ G = Gal(E/Q). Since(−µ) is a primitived′–th root of unity, there is a
unique integer 0≤ kg < d′, with

g(−µ) = (−µ)kg, kg ∈ Z∗d′ . (14.85)

so that

g(D̂p) = g((−µ)p1p2Sp1Ω p2) = (−µ)kgp1p2Sp1Ω kgp2 = D̂Hgp, (14.86)

where

Hg :=

(

1 0
0 kg

)

∈GL2(Zd′), g∈ G . (14.87)

Lemma 14.8.Let g∈ Gc. If Π = vv∗ is a fiducial projector with SIC fieldE, then so
is g(Π), i.e.,Gc maps SICs to SICs (possibly on different extended Clifford orbits).

Proof. Sinceg∈Gc, it follows g(Π) is a rank one orthogonal projection. By (14.86),

g(χΠ
p ) = g(trace(Π D̂p)) = trace(g(Π)D̂Hgp) = χg(Π)

Hgp , ∀p∈ Z2
d′ .

Sinceg∈ Gc, i.e., it commutes with conjugation, we haveg(|z|2) = |g(z)|2, z∈ E,
and so

|χg(Π)
p |2 = |g(χΠ

H−1
g p

)|2 = |χΠ
H−1

g p
|2.

In view of (14.84), we conclude thatg(Π) gives a SIC, with SIC fieldE. ⊓⊔

The subgroupGc of Gal(E/Q) maps SICs to SICs (with the same SIC field),
with the Galois action on the overlaps given by

g(χΠ
p ) = χg(Π)

Hgp , ∀p∈ Z2
d′ . (14.88)

It appears thatGc is a large (index 2) subgroup ofG .

Fact 4. In every known case,

Gal(E/K) = Gc = the centraliser of complex conjugation.

By (14.88), the Galois action ofGc maps SICs to SICs with thesameSIC field,
but onpossibly differentextended Clifford orbits. We will call the extended Clifford
orbits with the same SIC field aGalois multiplet, with the number of orbits being
its size, e.g., 4a is a Galois singlet, 9ab is a Galois doublet, 30abc is a Galois triplet,
and 21abcd is a Galois quartet. It appears that orbit of a SIC fiducial under the
combined Galois and Clifford actions is (all of) a multiplet.
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14.23 Constructing exact SICs from numerical SICs

Before giving more detail about the Galois action on SICs, weexplain why it has
been so pivotal in the construction of exact SICs from numerical SICs.

Suppose now, for a moment, that

• TheGc–orbits{O j} of the overlaps of a SIC fiducial are known.
• K=Q(

√

(d−3)(d+1)) is fixed byGc (Fact 4).
• Gc is abelian (Facts 3 and 4).

Then theGc–invariant polynomials

f j(x) := ∏
χ∈O j

(x− χ),

would have coefficients in the fieldK. By using the Scott–Grassl numerical SICs,
these coefficients could be calculated to a high degree of accuracy. If it were then
possible to “guess” these coefficients inK exactly, then one could find the overlaps
exactly by factoring the exactf j (Gc is solvable), and so convert a numerical SIC into
an exact SIC. This general method is calledprecision bumping (also see§9.8), and
has been successful in constructing many exact SICs (see [Chi15], [ACFW16]), by
using the PSLQ algorithm or LLL (Lenstra–Lenstra–Lovász) algorithm to “guess”
elements ofK (or some small extension of it, such as theE0 of §14.24).

14.24 The Galois action on a centred fiducial

The precision bumping algorithm of§14.23 for constructing exact SIC fiducials
supposes that one know theGc–orbit of the overlaps. At this point, only the action
of the subgroupG0 which maps a SIC to one on the same extended Clifford orbit is
understood. We now summarise these results (see [AYAZ13], [AFMY17]).

Let G0 be the group which fixes the extended Clifford orbit of a fiducial Π , i.e.,

G0 = G
Π
0 := {g∈ Gc : g(Π) is on the same extended Clifford orbit asΠ},

andE0 =EΠ
0 be the fixed field ofG0. Clearly,G0 is a subgroup ofGc, which depends

only on the extended Clifford orbit ofΠ (or it seems the multiplet).

Fact 5. In every known case,G0 = G Π
0 depends only on the multiplet ofΠ ,

and the index[E0 : K] is the size of the multiplet.

The groupS(v) of the symmetries (14.65) of a SIC fiducial vectorv, are the
stabiliser of the projectorΠ = vv∗ under the Clifford action (see Exer. 14.22), since

S(v) = {[a] ∈ PEC(d) : (av)(av)∗ = vv∗}= {[a] ∈ PEC(d) : a·Π = Π}=: SΠ .
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By a simple calculation,
S[a]·Π = [a]SΠ [a]−1,

Hence it is natural to seek a fiducial[a] ·Π on the extended Clifford orbit ofΠ for
which the symmetries[a]SΠ [a]−1 have a simple form. Now (see Exer. 14.24)

The Clifford action of an[a] ∈ PEC(d), with extended Appleby index[B,b],
on the overlaps is given by

χΠ
p = ω〈〈b,det(B)Bp〉〉χ [a]·Π

det(B)Bp, ∀p∈ Z2
d′ . (14.89)

In particular, if [a] is symplectic, i.e.,b= 0, then the overlaps ofΠ andaΠa−1

are a permutation of each other. We say that a fiducialΠ is centred if its symmetries
SΠ are (extended) symplectic operations. In particular, all the Scott-Grassl SICs are
centred (see Table 14.4). In every known case, the symmetry group SΠ of a SIC
fiducial can always be conjugated to be symplectic, i.e.,

On every extended Clifford orbit there is acentredSIC fiducial.

For a given centred SIC fiducialΠ , we denote byS0(Π) the group of (extended)
symplectic indices forSΠ , i.e., with fE given by (14.57),

S0(Π) := {B∈ ESL2(Zd′) : αE(B) ∈ SΠ}, αE(B) := fE([B,0]).

Since[a] ·Π = Π for [a] ∈ SΠ , it follows from (14.89) that

If Π is a centred SIC fiducial, then

B∈ S0(Π) ⇐⇒ χΠ
p = χΠ

det(B)Bp.

This clearly reduces the number of overlaps that must be found to construct a SIC.
We now consider a further refinement of the SIC fieldE. LetD be the square–free

part of(d−3)(d+1), so thatK :=Q(
√

(d−3)(d+1)) =Q(
√

D).
Letg∈Gal(E/Q) be any element withg(

√
D)=−

√
D (these exist, by the Galois

correspondence). Theng1 := ggcg−1 is an element of order 2, which fixesK, since

g1(
√

D) = g(−
√

D) = g(−
√

D) =
√

D,

and is independent of the choice ofg, since

ggcg
−1 = g̃gcg̃

−1 ⇐⇒ g−1g̃∈ Gc = Gal(E/K) ⇐⇒ g−1g̃ fixesK,

with the last equivalence by:g−1g̃(
√

D) = g−1(−
√

D) =
√

D. In every known case,
g1 ∈ G Π

0 , i.e.,g1 maps fiducials to fiducials on the same extended Clifford orbit.
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From (14.85), we haveg−1(−µ) = (−µ)k−1
g , so that

g1(−µ) = ggcg
−1(−µ) = ((−µ)−k−1

g )kg = (−µ)−1 =⇒ Hg1 = J :=

(

1
−1

)

.

Let E1 be the fixed field of the order 2 subgroupG1 = 〈g1〉 of Gc. By the Galois
correspondence,Q⊂K⊂ E0⊂ E1⊂ E, with the index[E : E1] = 2.

Fact 6. In every known case,E= E1(i
√

d′).

We now seek to understand the extension ofE0 toE1.

Fact 7.On every known extended Clifford orbit, there is a fiducialΠ with its
overlapsχΠ

p in E1, i.e., by (14.88),

g1(χΠ
p ) = χg1(Π)

Jp = χΠ
p , ∀p∈ Zd′ . (14.90)

A centred SIC fiducial satisfying (14.90) is said to bestrongly centred. For
d 6≡ 0 mod 3, every centred fiducial is strongly centred (see Exer.14.27). Whilst for
d≡ 0 mod 3, some, but not all, centred fiducials are strongly centred. Hence

On every extended Clifford orbit there is astrongly centredSIC fiducial.

We now assume that the SIC fiducialΠ is strongly centred. LetO1, . . . ,Oℓ be the
extended Clifford orbits of the multiplet forΠ = Π1, andΠ j be a strongly centred
fiducial onO j . Then for everyg ∈ Gc, there is a symplectic operationa = aB ∈
EC(d), with symplectic indexB= Fg, j ∈ ESL2(Zd′), for which

g(Π j) = [a] ·Πk = aΠka
−1, [a] = fE([Fg, j ,0]).

The fact that ana∈ EC(d) with g(Π j) = [a] ·Πk can be chosen to be symplectic is
a consequence ofΠ j andΠk being strongly centred (see Exer. 14.27).

By (14.88) and (14.89), we calculate

g(χΠ j
p ) = χg(Π j )

Hgp = χ [a]·Πk
Hgp = χΠk

det(B)B−1Hgp
= χΠk

Gg, j p
, Gg, j := det(Fg, j)F

−1
g, j Hg.

(14.91)
For g∈ G0, we havej = k, and, in particular, forg1, we have (see Exer. 14.27)

Fg1, j =−J, Gg1, j = det(−J)(−J)−1J = I .

For a given strongly centredΠ = Π j , the matrixFg, j ∈ ESL2(Zd′) is not unique,
as it may be replaced by any element of the left cosetFg, jS0(Π). Correspondingly,
the matrixGg, j ∈GL2(Zd′) may be replaced by any element of the form
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det(Fg, jA
−1)(Fg, jA

−1)−1Hg = det(A−1)Adet(Fg, j)F
−1
g, j Hg, A∈ S0(Π).

Since det(A−1) = det(A), we may write this set as the right cosetS(Π)Gg, j , for the
subgroup

S(Π) := {det(A)A : A∈ S0(Π)}.
We now investigate whether the mapping ofg to these cosets is a homomorphism.

In view of the homomorphismαE, SΠ is a homomorphic image ofS0(Π), i.e.,

SΠ ∼= S0(Π) (d odd), SΠ ∼= S0(Π)/〈dI〉 (d even).

It is easy to see that the map

Θ : GL2(Zd′)→GL2(Zd′) : A 7→ det(A)A (14.92)

is a homomorphism, which mapsS0(Π) ontoS(Π), and has kernel

kerΘ = {cI : c3 = 1,c∈ Z∗d′}.

If cI ∈ S0(Π) has order 3, then from det(cI) = c2 =±1, we have thatc= 1, i.e.,

The groupsS0(Π) andS(Π) are isomorphic (viaθ ).

Let N(S0(Π)) andN(S(Π)) be the normaliser ofS0(Π) andS(Π) in GL2(Zd′).
If gMg−1 = L, then det(M) = det(gMg−1) = det(L), and so

gMg−1 = L ⇐⇒ g(det(M)M)g−1 = det(L)L.

HenceS0(Π) and S(Π) have the same normaliser inGL2(Zd′), which we
denote by

N(Π) = N(S0(Π)) = N(S(Π)).

Sinceg(Π) = [a] ·Π , a= aFg, j , we have (see Exer. 14.27)

Sg(Π) = S[a]·Π =⇒ g(SΠ ) = [a] ·SΠ = aSΠ a−1.

Hence, for[aL] = αE(L) ∈ SΠ there is[aM] = αE(M) ∈ SΠ with (see Exer. 14.26)

g([aL]) = [aHgLH−1
g
] = [aaMa−1] = [aFg, j aMaF−1

g, j
],

i.e.,HgLH−1
g = Fg, jMF−1

g, j , up to equivalence of symplectic indices, and we have

HgS0(Π)H−1
g = Fg, jS0(Π)F−1

g, j . (14.93)

We observe thatg 7→ kg andg 7→ Hg of (14.85) and (14.86) are homomorphisms.
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Lemma 14.9.Let Π be a strongly centred fiducial. Then for a fixed j, the maps

G0→
N(Π)

S0(Π)
: g 7→ F−1

g, j HgS0(Π), (14.94)

G0→
N(Π)

S(Π)
: g 7→Gg, jS(Π), Gg, j := det(Fg, j)F

−1
g, j Hg, (14.95)

are homomorphisms, which have kernels〈gc〉 and〈g1〉, respectively.

Proof. Let Fg = Fg, j , Gg = Gg, j . By (14.93),F−1
g HgS0(Π)(F−1

g Hg)
−1 = S0(Π), so

thatF−1
g Hg ∈N(S0(Π)), and the first map is well defined. WithaB chosen inEd×d,

we calculate
g1g2(Π) = aFg1g2

Πa−1
Fg1g2

,

g1g2(Π) = g1(aFg2
Πa−1

Fg2
) = aHg1Fg2H−1

g1
aFg1

Πa−1
Fg1

a−1
Hg1Fg2H−1

g1
.

By equating, rearranging, and taking symplectic indices, we obtain

F−1
g1g2

Hg1g2(F
−1
g2

Hg2)
−1(F−1

g1
Hg1)

−1 = F−1
g1g2

Hg1Fg2H−1
g1

Fg1 ∈ S0(Π), (14.96)

i.e., the first map is a group homomorphism. Above we usedHg1g2 = Hg1Hg2,
For the second map, we apply the homomorphismΘ of (14.92), for which

Θ(S0(Π)) = S(Π). It is well defined, since det(Hg)det(H−1
g ) = 1, gives

det(F−1
g )F−1

g HgS(Π)(det(F−1
g )F−1

g Hg)
−1 = S(Π).

Applying Θ to (14.96), and using det(Hg1g2) = det(Hg1)det(Hg2) to simplify, gives
Gg1g2G−1

g2
G−1

g1
∈ S(Π), and so it is a homomorphism.

For the kernel of the first homomorphism, we have

F−1
g Hg ∈ S0(Π) =⇒ det(F−1

g )det(Hg) =±1 =⇒ kg = det(Hg) =±1.

For kg = 1, we haveg fixesµ andHg = I , so that

Fg ∈ S0(Π) =⇒ g(Π) = Π =⇒ g fixesE=Q(Π ,µ) =⇒ g= I .

For kg =−1, we haveg(µ) = µ−1 = gc(µ) andHg = J, so that

Fg∈ JS0(Π) =⇒ g(Π)= [C] ·Π = gc(Π) =⇒ g= gc onE =⇒ g= gc.

For the kernel of the second, we have a similar argument. As before

det(Fg)F
−1
g Hg ∈ S(Π) =⇒ kg = det(Hg) =±1.

Forkg = 1, we have det(F−1
g )F−1

g ∈S(Π) so thatFg∈S0(Π) andg= I . Forkg =−1,
we have

det(F−1
g )F−1

g J = det(−JF−1
g )(−JF−1

g ) ∈ S(Π) =⇒ −JFg ∈ S0(Π),
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so thatFg ∈ −JS0(Π). Hence

g(Π) = [a−J] ·Π = g1(Π), g(µ) = µ−1 = g1(µ) =⇒ g= g1. ⊓⊔

By (14.91), the action ofg∈ G0 on the overlaps of a strongly centred fiducial
Π = Π j is given by

g(χΠ
p ) = χΠ

Ggp, Gg = Gg, j . (14.97)

Thus the second homomorphism (14.95) provides an explicit way to compute
the G0–orbits of the overlaps, given that the image ofG0 in N(Π)/S(Π) is
known. This makes the precision bumping method of§14.23 feasible.

Factoring out (14.95) by its kernelG1 := 〈g1〉 gives an injective homomorphism

G0/G1 = Gal(E1/E0)→
N(Π)

S(Π)
: g〈g1〉 7→GgS(Π). (14.98)

In view of Fact 3, the image of this map must be anabeliangroup.

Key fact. In every known case, the mapg 7→ GgS(Π) of (14.98) defines an
isomorphism

Gal(E1/E0)∼= M(Π)/S(Π), (14.99)

whereM(Π) is a maximal abelian subgroup ofGL2(Zd′) containingS(Π),
andg permutes the overlaps viag(χΠ

p ) = χΠ
Ggp, ∀p.

Let C(X) denote the centraliser inGL2(Zd′) of a setX of matrices.

Example 14.17.(Type-z orbits) For a strongly centred fiducialΠ which is given by
an eigenvector of the Zauner matrix (or a conjugate of it) with symplectic indexB,
a calculation (see Exer. 14.25) shows the centraliser ofB in GL2(Zd′) is abelian, so
that

Gal(E1/E0)∼=C(Π)/S(Π), C(Π) :=C(S(Π)) =C(B).

This is the original conjecture of [AYAZ13].

Example 14.18.(Type-a orbits) For a strongly centred fiducialΠ which given by
an eigenvector of the canonical order 3 operation with symplectic indexFa, the
centraliser ofFa in GL2(Zd′) is not abelian, and there are three maximal abelian
subgroups containingS(Π) (see [ACFW16]). In this case, the isomorphism (14.99)
holds for an appropriate choice ofM(Π) in the known cases: 12b, 21e, 48g.
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14.25 Minimal and maximal SIC fields

The facts and their consequences for the SIC field of§14.24 can be summarised:

The SIC fieldE of a generic strongly centred fiducialΠ which is ann-let
(multiplet of sizen) is conjectured to have the Galois correspondence

1
E

⊳

⊲

2

G1
E1

⊳

⊲

|M(Π)
S(Π) |

G0
E0

⊳

⊲

n

Gc
K

⊳

⊲

2

G

Q (14.100)

whereGc is abelian,K = Q(
√

(d−3)(d+1)), and all of the subgroups and
subfields shown are normal (with degree of the field extensiongiven below).

Under these assumptions theprecision bumpingalgorithm outlined in§14.20
proceeds as follows (see [ACFW16]). LetG0/G1

∼= M(Π)/S(Π) act on the overlaps
of a centred fiducial via (14.97) to obtain orbits{O j}. If d≡ 0 mod 3, thenΠ may
not be strongly centred, and it is convenient to replace the overlaps by their third
powers (which are permuted byG0/G1). If Π is ann–let, then the polynomials

f j(x) := ∏
χ∈O j

(x− χ), (14.101)

have coefficients in the fieldE0 (a degreenextension ofK). For a singlet (n= 1), i.e.,
Gc = G0, the algorithm proceeds as already outlined. For ann–let, theGc–orbit of an
overlap will be the union ofn of theG0/G1–orbits of overlaps from centred fiducials
lying on different extended Clifford orbits. Either theGc–orbit can be guessed in
this way (e.g., ifn= 2 andgc 6∈ G0 then one could conjugate the Clifford orbit), or
the polynomialsf j can be dealt with directly. In practice, so far, it has been possible
to “guess” the next to leading coefficient off j exactly (sinceE0 is a small degree
extension ofK), thereby determiningE0, and applying the algorithm as before.

For a given SIC multiplet, there is a SIC fieldE (theSIC field of the multiplet ).
For different multiplets, the SIC field (and the Galois groupG ) might be different.
Calculations of [ACFW16] (for fixedd) suggest that

• Each SIC multiplet has a different SIC field.
• There isminimalSIC fieldEmin, which is contained in all SIC fields.
• There ismaximalSIC fieldEmax, which contains in all SIC fields.

A SIC field which is not minimal or maximal is called anintermediate SIC field.
We say that a multiplet (or any SIC in it) isminimal , intermediate or maximal if
its SIC field is. See Figure 14.1 and Table 14.5 for the a summary of the SIC fields
obtained in [ACFW16].
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15ac 19bc 35bcdg

15b 19d 35e 35a f 35h

15d 19a 35i

19e 35j

39acde 48abcd

39b f 39gh 48e 48f

39i j 48g

2

2

3

2

2

2

2

4

4

4
2

4

3 2

2 3

8 3

3 8

Fig. 14.1: The SIC field inclusions (withEmin at the bottom) for cases where there are one or more
intermediate fields, together with the degrees of the extensions.

d
minimal
multiplet

intermediate
multiplet(s)

maximal
multiplet

[Emax: Emin]

15 15d 15b 15ac 4
17 17c 17ab 2
18 18ab
19 19e 19a, 19d 19bc 12
20 20ab
21 21e 21abcd 3
24 24c 24ab 4
28 28c 28ab 4
30 30d 30abc 3
35 35j 35i, 35e, 35h, 35a f 35bcdg 16
39 39i j 39b f , 39gh 39acde 6
48 48g 48e, 48f 48abcd 24

Table 14.5: Minimal, maximal and intermediate multiplets
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14.26 Ray class fields

A ray class field is an abelian extension of a global field (such as the algebraic
number fieldK = Q(

√
D)) associated with aray class group. Every finite abelian

extension of a number field is contained in one of its ray classfields.
The motivating example is the abelian extensions ofQ. Here the ray class field

over Q associated with the ray class groupZ∗n is the field generated by then–th
roots of unity. Every finite abelian extension ofQ is a subfield of such a ray class
(cyclotomic) field (the Kronecker–Weber theorem). In general, the role ofn above is
is played by theconductorof a ray class field. Most importantly, there are algorithms
for calculating in ray class fields. Calculations (see [AFMY16], [ACFW16]) suggest

Ray class conjecture:The minimal SIC fieldE = Emin is the ray class field
overK = Q(

√

(d−3)(d+1) = Q(
√

D) with conductord′, and ramification
allowed at both infinite places9.

Given this, the minimal SIC field (and extensions of it) can beconstructed in
Magmausing RayClassField(m) . This makes calculations in the precision
bumping algorithm, such as factoring the polynomialsf j of (14.101), faster than
when the ray class field is constructed as a tower of extensions.

There are further conjectures about the SIC field (see [ACFW16]), e.g.,

Let E = Emin be the minimal SIC field in dimensiond. Then in every known
case the tower of fields (14.100) satisfies:

• E andE1 are ray class fields overQ(
√

D) for which the finite part of the
conductor isd′.

• E1 is the class field with ramification only allowed at the infinite place
taking

√
D to a positive real number.

• E0 is the Hilbert class field overQ(
√

D).

We recall thatD is the square–free part of(d−3)(d+1). If D is a square–free
positive integer, then it is the square–free part of(d−3)(d+1) if and only if

(d−3)(d+1) = m2D ⇐⇒ (d−1)2−m2D = 4.

for some positive integerm. This is a modified version ofPell’s equation, and has
infinitely many solutionsd1 < d2 < d3 < · · · (see [AFMY17]), given by

d j = 1+2Tj

(d1−1
2

)

, j > 1,

9 There are four ray class fields overK=Q(
√

(d−3)(d+1) with conductord′. The SIC fieldE
is the largest of these, and the three others, which includeE1, are subfields ofE.
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where theTj are theChebyshev polynomials of the first kind.
If Zauner’s conjecture holds with the SIC field structure conjectured, then

For every square–free positive integerD, there are infinitely many minimal
SIC fields which are ray class fields overQ(

√
D).

Example 14.19.The first few sequences of dimensions withD fixed are

d = 4, 8, 19, 48, 124, 323, 844, 2208, 5799, 15128, . . . D = 5,

d = 5, 15, 53, 195, 725, 2703, 10085, 37635, 140453, . . . D = 3,

d = 6, 24, 111, 528, 2526, 12099, 57966, 277728, . . . D = 21,

d = 7, 35, 199, 1155, 6727, 39203, 228487, 1331715, . . . D = 2,

d = 9, 63, 489, 3843, 30249, 238143, 1874889, 14760963, . . . D = 15.

It can be shown [AFMY16] that for each one of these sequences,there are infinitely
many distinct subsequences for which each dimension divides the following one.
These subsequences are calleddimension towers(the corresponding minimal SIC
fields are nested).

For theD = 5 sequence(d j) = (4,8.19,48,124, . . .), it has been conjectured in
[GS17] that there is a SIC with an antiunitary symmetry of order 6j given by the
symplectic index

Ff :=

(

0 1
1 1

)

=

(

0 −1
1 −1

)(

1 0
0 −1

)

= AJ,

i.e., the symplectic operationZC. Such a SIC is called aLucas–FibonacciSIC,
on account of the fact that the entries of the powers ofA = Ff J are the Fibonacci
numbers. By directly solving (14.102) using Groebner basismethods, [GS17] have
constructed an exact Lucas–Fibonacci SIC ford = 124 (labelled 124a), and have
found numerical SICs ford6 = 323,d7 = 844, by searching in eigenspaces ofZC.

It is natural to speculate about similar infinite families ofSICs for other values
of D. In this regard, we list the first few dimensions forD≤ 19

D 2 3 5 6 7 10 11 13 14 15 17 19

d1 7 5 4 11 17 39 21 12 31 9 67 341
d2 35 15 8 99 255 1443 399 120 899 63 4355 115599
d3 199 53 19 971 4049 54759 7941 1299 26911 489 287299 39302981

and observe from the symmetries given in Table 14.4, that forD = 2, there appears
to be a family with|S| = 6 j, d = d j , and forD = 3 a family with |S| = 3 j, d = d j .
There much on going work in this direction.
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14.27 Equivalent equations for SIC fiducial vectors

The vectorsv∈ Cd giving SIC fiducials are determined by thed2 quartic equations

|〈SjΩ kv,v〉|2 = 1
d+1

, ( j,k) 6= (0,0), ‖v‖2 = 1, (14.102)

in v1, . . . ,vd, v1, . . . ,vd with coefficients fromQ(ω). The variational characterisation
of (2,2)–designs (see Exer. 10.6) gives two equations (the first has degree 8)

1
d2 ∑

( j,k)∈Z2
d

|〈SjΩ kv,v〉|4 = 2
d(d+1)

‖v‖4, ‖v‖2 = 1. (14.103)

The algebraic variety of SIC fiducials (see§7) can be viewed as being real (by
taking real variablesℜv j andℑv j and polynomials with complex coefficients) or
complex. In any case, it appears that:

The algebraic variety of SIC fiducials is zero dimensional (and nonempty),
except ford = 3, where it is one dimensional.

The direct solution of equations such as above led to the earliest exact SICs, e.g.,
[SG10] used Groebner basis methods on (14.102), withv in an eigenspace ofZ.

We observe that

〈SjΩ kv,v〉= (S− jv)∗Ω kv= ∑
r

vr+ jvrωkr, (14.104)

which is a polynomial inω, with coefficientsU j = (vrvr+ j)r∈Zd . By using finite
Fourier methods, this leads to a third set of simplified equations (see [ADF14],
[BW07], [Kha08]), which we now present, and solve in a couple of cases.

Theorem 14.4.A vector v∈ Cd is a Weyl–Heisenberg SIC fiducial if and only if

〈Us,S
−tUs〉= ∑

r∈Zd

vrvr+svr+tvr+s+t =







0, s, t 6= 0;
1

d+1, s 6= 0, t = 0, s= 0, t 6= 0;
2

d+1, (s, t) = (0,0).
(14.105)

Proof. Using (14.104), we may write|〈SjΩ kv,v〉|2 as a polynomial of degreed−1
evaluated at ad–th root of unity

|〈SjΩ kv,v〉|2 =
(

∑
r

vrvr+ jωkr
)(

∑
s

vsvs+ jω−ks
)

= ∑
t

∑
r

vrvr+ jvr−tvr−t+ jωkt =: f j(ωk).
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For (14.102) to hold forj 6= 0, we must havef j be constant, equal to1
d+1 (since f j

is uniquely determined by its values at thed–th roots of unity), i.e.,

∑
r

vrvr+ jvr−tvr−t+ j =

{

0, t 6= 0;
1

d+1, t = 0,
j 6= 0,

which (after a change of variables) gives the first two equations in (14.105). Given
that this holds, we have

f0(ωk) =
1

d+1

d−1

∑
t=1

ωkt +∑
r
|vr |4.

For (14.102) to hold forj = 0, k 6= 0, we must have

f0(ωk) =− 1
d+1

+∑
r
|vr |4 =

1
d+1

⇐⇒ ∑
r
|vr |4 = ∑

r
vrvrvrvr =

2
d+1

,

i.e., the third equation in (14.105) must hold. This then ensures (14.102) holds for
j = 0 andk= 0, i.e.,

f0(1) =
d−1
d+1

+
2

d+1
= 1.

Thus forv to be fiducial it is necessary and sufficient that the subset ofthe equations
(14.105) considered above holds. Given the symmetry ins and t of the left hand
side, it follows that they all hold for a fiducial. ⊓⊔

From the proof, it is sufficient to require that (14.105) holdfor 0≤ s≤ t ≤ ⌊d
2⌋.

Example 14.20.With r j := |v j |, the last two conditions in (14.105) become

∑
j

r2
j r

2
j+s =

1
d+1

, s 6= 0, ∑
j

r4
j =

2
d+1

.

Example 14.21.For d = 2 andv j := r jeθ j , the equations of (14.105) are

v2
0v1

2+v0
2v2

1 = 0, 2r2
0r2

1 =
1
3
, r4

0+ r4
1 =

2
3
.

Solving the last two (usingr2
0+ r2

1 = 1 to simplify the algebra) gives

r2
0 =

3±
√

3
6

, r2
1 =

3∓
√

3
6

.

The first then reduces to cos(2(θ1−θ0)) = 0, which has solution

2(θ1−θ0) =
π
2
+πn ⇐⇒ eiθ1 = eiθ0e

π
4 i in, n= 0,1,2,3.

This gives the unique SIC forC2 (up to projective unitary equivalence).
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Example 14.22.We consider the sporadic SICs ford = 3, which is the only known
case where there areinfinitelymany inequivalent SICs. Here (14.105) gives

v2v1v2
0+v0v2v2

1+v1v0v2
2 = 0, r2

2r2
1+ r2

0r2
2+ r2

1r2
0 =

1
4
, r4

0+ r4
1+ r4

2 =
1
2
.

Fromr4
0+ r4

1+ r4
2 = 1/2= 2(1/4) = 2(r2

0r2
1+ r2

1r2
2+ r2

2r2
0), we obtain

(r2
0− (r2

1+ r2
2))

2 = r4
0+(r4

1+2r2
1r2

2+ r4
2)−2r2

0(r
2
1+ r2

2) = 4r2
1r2

2.

If r2
0 ≥ r2

1+ r2
2, then taking square roots gives

r2
0−(r2

1+r2
2)= 2r1r2 =⇒ r2

0 = r2
1+2r1r2+r2

2 =(r1+r2)
2 =⇒ r0= r1+r2,

and if r2
0 < r2

1+ r2
2, then

r2
0− (r2

1+ r2
2) =−2r1r2 =⇒ r2

0 = r2
1−2r1r2+ r2

2 = (r1− r2)
2,

so thatr0 = r1− r2 for r1≥ r2, andr0 = r2− r1 for r2≥ r1. Thus we have three cases

r0 = r1+ r2, r1 = r0+ r2, r2 = r0+ r1.

Sincer2
0 + r2

1 + r2
2 = 1 andr j ≥ 0, these three cases describe the three sides of a

spherical trianglein the first octant on the unit sphere. The vertices of this triangle
are given by the intersections of the three great circles, e.g.,

r0 = r1+ r2 and r1 = r0+ r2 =⇒ (r0, r1, r2) = ( 1√
2
, 1√

2
,0),

with the other vertices being( 1√
2
,0, 1√

2
) and(0, 1√

2
, 1√

2
).

It remains only to satisfy the first equation, i.e.,

v2v1v2
0+v0v2v2

1+v1v0v2
2 = 0. (14.106)

We consider a representative case whenr = (r0, r1, r2) is on a vertex, and on an edge
of the spherical triangle. The other fiducials come from a symmetry of the triangle,
i.e., by permuting the entries ofv.

Thevertex(r0, r1, r2) = ( 1√
2
, 1√

2
,0). Sincer2 = |v2|= 0, the equation (14.106) is

trivially satisfied, and as there are no other conditions, wehave fiducial vectors

v=
1√
2





eiθ

eiφ

0



 , θ ,φ ∈ R. (14.107)

Thetriangle edge r0 = r1+ r2, r1, r2 > 0. For convenience, letzj := v2
j/v j , so that

|zj |= |v j |= r j . Then dividing (14.106) byv0v1v2 yields the equivalent equation

z0+z1+z2 = 0.
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Sincez0 =−z1−z2 and|z0|= r0 = r1+ r2 = |−z1|+ |−z2|, the complex numbers
z0,−z1,−z2 must have the same argument, i.e.,

z0 = r0eiφ , z1 =−r1eiφ , z2 =−r2eiφ , φ ∈ R.

Hence, writingv j = r jeiθ j , so thatzj = r je3iθ j , we calculate

r0e3iθ0 = r0eiφ =⇒ θ0 =
φ
3 + 2π

3 k0, k0 = 0,1,2,

r1e3iθ1 =−r1eiφ =⇒ θ1 =
φ
3 + π

3 + 2π
3 k1, k1 = 0,1,2,

r2e3iθ2 =−r2eiφ =⇒ θ2 =
φ
3 + π

3 + 2π
3 k2, k2 = 0,1,2.

After the change of variablesθ :=(φ +2πk0)/3, we can describe the fiducial vectors
corresponding to the point(r0, r1, r2) on this edge of the triangle by

v= eiθ





r0
r1µω j1

r2µω j2



 , θ ∈ R, j1, j2 ∈ {0,1,2},

whereµ = e
2π i
6 , ω = µ2. We can give a more precise description of this edge by

solvingr2
0+ r2

1+ r2
2 = 1 andr0 = r1+ r2 for r1, r2 in terms ofr0, which gives

r1 =
r0±

√

2−3r2
0

2
and r2 =

r0∓
√

2−3r2
0

2
.

Here the half of the edge wherer1≥ r2 is given by the ‘top’ choice in the formulas,
and the other choice gives the half withr1≤ r2. For these to giver1, r2 > 0, we must
have

2−3r2
0 ≥ 0, r0−

√

2−3r2
0 > 0 ⇐⇒ r2

0 ≤
2
3
, r2

0 >
1
2
.

Hence1
2 < r2

0 ≤ 2
3 along this edge, withr1 andr2 given by the formulas above.

For thevertexSIC fiducial given by (14.107), we have the triple product

∆(v,Sv,S2v) = 〈v,Sv〉〈Sv,S2v〉〈S2v,v〉= 1
8eit , t = 3(φ −θ).

and so there areuncountablymany projectively unitarily inequivalent vertex SIC
fiducials parameterised byt = 3(φ −θ). In §8.5 of [Zhu12], the symmetriesS(v) of
the SICs in three dimensions were calculated. For these,|S(v)| can be 6 (the infinite
family 3a), 12, or 28 (types 3b and 3c).

Example 14.23.Direct solution of the equations (14.105) shows that there exist real
fiducial vectorsv∈ Rd for d = 3,7,19 (see [BW07], [Kha08]).

The solution of systems of equations such as those presentedin this section, still
play a vital role in the analytic construction of exact SICs.
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Notes

Many of the Gauss sums that appear when multiplying elementsof the Clifford
group can be calculated by using the followingquadratic reciprocity law

Fora,b,c∈ Z, with ac 6= 0 andac+b even, one has thequadratic reciprocity

|c|−1

∑
j=0

eπ i(a j2+b j)/c =

√

|c|
|a|e

π i(|ac|−b2)/4ac
|a|−1

∑
k=0

e−π i(ck2+bk)/a. (14.108)

The Clifford group can be viewed from the point of view of Gabor analyis for
the finite abelian groupZd [FKL09], where the Clifford operations are referred to
asmetaplectic operations[FHK+08].

There is currently much activity on Zauner’s conjecture, due to

• The recent conjectures about the structure of the SIC field and the action of its
Galois group on fiducials, e.g., the ray class conjecture.

• The recent construction of many more exact SICs, and consequently SIC fields.
• The recent construction of many more numerical SICs.
• Efficienct methods for calculating the symmetry group from numerical SICs, and

consequently conjectures about families of SICs with largesymmetry groups,
such as the Lucas–Fibonnacci SICs.

Some history and an extensive collection of references is given in [FHS17].
I wish to thank Marcus Appleby, Len Bos, Tuan Chien, Steve Flammia, Chris

Fuchs, Gary Mcconnell, Markus Grassl, Andrew Scott, Jon Yard, Blake Stacey and
Hjuangjun Zhu for sharing their results and insights on the SIC problem with me.
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Exercises

14.1.Let (Pj) be a SIC forCd, andCd×d have the Frobenius inner product.
(a) Determine the condition onc1,c2 ∈ R which ensures thatPj − c1I andPk− c2I
are orthogonal forj 6= k.
(b) Find the dual basis to(Pj).
(c) Show that(Pj −cI) is a basis if and only ifc 6= 1

d .
(d) Show that(Pj −cI), c= 1

d(1± 1√
d+1

) is orthogonal.

(e) Find the projection of(Pj −cI), c∈ R onto the traceless matrices.

14.2.The Bloch sphere.Each unit vectorv∈ C2 can be scaled so that

v=

(
cosθ

2
sin θ

2 eiφ

)

, 0≤ θ ≤ π, 0≤ φ < 2π.

(a) Express the rank one orthogonal projection matrixvv∗ in terms of

a= sinθ cosφ , b= sinθ sinφ , c= cosθ .

Here(a,b,c) ∈ R3, with a2+b2+c2 = 1.
(b) Show that the map

vv∗ 7→
√

2
(
vv∗− 1

2
I
)

maps the rank one orthogonal projections onC2 (equivalently, unit vectors inC2)
onto the traceless Hermitian matrices with unit Frobenius norm.
Remark:This identification of the rank one orthogonal projections (pure states of
a two-level quantum mechanical system) with the unit spherein the 2×2 traceless
Hermitian matrices is called theBloch sphere, with (a,b,c) aBloch vector.
(c) Show that the map

vv∗ 7→ A=

√

d
d−1

(
vv∗− 1

d
I
)

maps the rank one orthogonal projections onCd (unit vectors inCd) to the traceless
Hermitian matrices with unit Frobenius norm, but is not ontofor d > 2.

14.3.The Bloch vector(a,b,c)∈R3 for a rank one orthogonal projectionvv∗ onC2

is given by

2vv∗− I =

(

c a− ib
a+ ib −c

)

.

(a) Calculate the the Bloch vectors of the SIC forC2 given by (1.7).
(b) The vectors(±1,0,− 1√

2
), (0,±1, 1√

2
) are the vertices of a regular tetrahedron.

Find the SIC corresponding to the Bloch vectors these give when normalised.

14.4.Show that the displacement operatorsSjΩ kgiven by (14.4) satisfy
(a) Ω kSj = ω jkSjΩ k.
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(b) (SjΩ k)r = ω 1
2 r(r−1) jkSr j Ω rk.

(c) Forh= cSaΩ b ∈ Ĥ, one hashSjΩ kh−1 = ωb j−akSjΩ k.

14.5.Show that the matricesF,R,M,Pσ of §14.5 satisfy
(a)F(SjΩ k)F−1 = ω− jkS−kΩ j .
(b) R(SjΩ k)R−1 = µ j( j+d)SjΩ j+k.
(c) M(SjΩ k)M−1 = µk(k−2 j+d)S−kΩ j−k.
(d) Pσ (SjΩ k)P−1

σ = Sσ jΩ σ−1k.

14.6.For d even, show thatS
d
2 andΩ d

2 are symplectic unitaries, i.e., belong to the
subgroup of the Clifford group generated byF andR, with

Ω
d
2 = Rd, S

d
2 = F−1Ω

d
2 F = F−1RdF.

14.7.Show thatSL2(Zd)×TZ2
d is a group with the multiplication

(A,zA)(B,zB) := (AB,(zA◦B)zB),

where functionsZ2
d→ T are multiplied pointwise.

14.8.The functionza : Z2
d→ T of (14.18) satisfies (14.25), i.e.,

za(p+q) = ωcA(p,q) za(p)za(q),

where the symmetric functioncA : Z2
d×Z2

d→ Zd is given by

cA(p,q) := (Ap)2(Aq)1− p2q1, A := ψa.

(a) Show thatcA(p,q) can be written as a quadratic form

cA(p,q) = pTσAq, σA :=

(

αγ βγ
βγ βδ

)

, A= ψa =

(

α β
γ δ

)

.

(b) Suppose thatd is odd. Then−µ = µd+1 = ω d+1
2 , so thatZd→ T : p 7→ (−µ)p

is well defined. Show that ˆza : Z2
d→ T given by

ẑa(p) := (−µ)−cA(p,p) za(p) = (−µ)−pT σApza(p) = (−µ)p1p2−(Ap)1(Ap)2 za(p),

is a character, i.e., ˆza(p+q) = ẑa(p)ẑa(q), ∀p,q, and that

ẑab = (ẑa◦ψb)ẑb,

ẑF = ẑR = ẑM = 1, ẑSj Ωk(p) = zSj Ωk(p) = ωkp1− jp2.

(c) Suppose thatd is even. Choose aB ∈ SL2(Z2d) with B = A modd (there are
eight choices). Show that(−µ)pT σBp depends only onp mod 2d, so that

ẑa,B : Z2
d→ T : p 7→ (−µ)−pT σBpza(p)
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is well defined. Show that ˆza,B is a character, and so has the form

ẑa,B(p) = ω〈〈χ ,Ap〉〉, whereχ ∈ Z2
d.

14.9.Here we consider how the indexing of§14.9 depends on the normalisation of
SandΩ . Let

Ŝ:= c1S, Ω̂ := c2Ω , c1,c2 ∈ T,

andÛ( j,k) := ŜjΩ̂ k. As in (14.18), define a corresponding ˆza : Z2
d→ T by

aÛpa−1 = ẑa(p)Ûψa(p) =⇒ ẑa(p) =
cp1

1 cp2
2

cψa(p)1
1 cψa(p)2

2

za(p).

(a) Show that ˆza satisfies

ẑab = ẑb(ẑa◦ψb), ẑSaΩb( j,k) = ωb j−ak,

and so Corollary 14.1 holds withza replaced by ˆza.
(b) For the choicec1 = c2 =−µ , show that det(Ûp) = 1 andẑa(p) is a power ofω.
ẑa( j,k) is a power ofω, and calculate ˆza( j,k) explicitly for a= F,R,M,Pσ

14.10.A 2n×2n matrixM over a fieldF is said to besymplectic if

MTAM = A, A :=

(

0 I
−I 0

)

.

The symplectic matrices form a group Sp(n) = Sp(2n,F).
(a) Show that forn= 1 the symplectic matrices are the matrices with determinant1,
i.e., Sp(2) = SL2(F).
(b) ShowSL2(Z) is a subgroup ofSL2(R).
(c) Show thatSL2(Zd) is a group.
Remark:The elements ofSL2(Zd) are calledsymplectic matrices.

14.11.Show that ifb∈ Z∗d′ has odd order, then

cb,d :=
1√
d

∑
j∈Zd

µb j( j+d) = (
√

i)1−d.

14.12.Let A be a normal matrix with eigenvaluesλ1, . . . ,λk, andPj be the projection
onto theλ j–eigenspace. Since normal matrices are unitarily diagonalisable, we have

A j = λ j
1P1+λ j

2P2+ · · ·+λ j
k Pk, j = 0,1,2, . . . .

(a) Show thatPj can be written as a linear combination ofI ,A,A2, . . . ,Ak−1.

(b) SupposeA has orderk, so that its eigenvalues are 1,ω,ω2, . . . ,ωk−1, ω := e
2π i
k

(possibly with zero multiplicity). Show that the projection onto theλ–eigenspace is
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Pλ =
1
k

(
I +(λA)+(λA)2+ · · ·+(λA)k−1).

(c) Show that ifA is unitary and of orderk, then the multiplicities of its eigenvalues
(dimension of it eigenspaces) can be determined from trace(Aℓ), 0≤ ℓ≤ k

2.
(d) Calculate the multiplicities of the eigenvalues of the Fourier matrixF , i.e.,

d 1 i −1 −i
4m m+1 m m m−1

4m+1 m+1 m m m
4m+2 m+1 m m+1 m
4m+3 m+1 m+1 m+1 m

Table 14.6: The multiplicities of the eigenvalues 1, i, i2, i3 of F .

(e) Calculate the multiplicities of the eigenvalues of the the Zauner matrixZ, i.e.,

d 1 τ τ2

3m m+1 m m−1
3m+1 m+1 m m
3m+2 m+1 m+1 m

Table 14.7: The multiplicities of the eigenvalues 1,τ,τ2 of Z andZ
2
.

14.13.Suppose thatℓ | d. Let
√

i = e
2π i
8 .

(a) Show thatRℓ, and henceF−1RℓF = (F−1RF)ℓ, has orderd
′
ℓ .

(b) Ford odd, and ford even andℓ odd, show thatF−1RℓF is sparse, i.e.,

(F−1RℓF) jk =

√

ℓ

d
(
√

i)1−ℓd
{

(−1) j−kµ−
1
ℓ ( j−k)2, j−k≡ 0 modℓ;

0, j−k 6≡ 0 modℓ.

(c) Ford even andℓ even, show thatF−1RℓF is sparse, i.e.,

(F−1RℓF) jk =

√

ℓ

d
(
√

i)1−ℓd
{

(−1) j−kµ−
1
ℓ ( j−k)2, j−k≡ d

2 modℓ;

0, j−k 6≡ d
2 modℓ.

14.14.Suppose that 3| d. Let τ = e
2π i
3 ,
√

i = e
2π i
8 , and

Wa := (−1)d−1R
2d
3 aF−1R3FR, a= 0,1,2.

(a) Show thatWa is sparse, i.e.,

(Wa) jk =

√

3
d
(−
√

i)1−3d

{

(−µ)−
1
3 ( j−k)2+ 2d

3 a j2+k2
, j−k≡ 0 mod 3;

0, j−k 6≡ 0 mod 3.
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(b) Show thatWa has order 3.
(c) Show that

trace(Wa) =−
i√
3

(
1+2τ

d
3 +2τa(1− τ

d
3 )
)
.

(d) Find the multiplicities of the eigenvalues 1,τ ,τ2 of

(i) W1 for d≡ 3 mod 9,d 6= 3.
(ii) W2 for d≡ 6 mod 9.

Remark:The first implies that the multiplicities of the eigenvaluesmλ of M1 =W2
1

are

mλ =
1
3

(
d+3(λ 2+λ )

)
=

{
d+6

3 , λ = 1;
d−3

3 , λ = τ ,τ2.
(14.109)

(e) The matrixW0 is well defined for alld. Show that it is conjugate to the Zauner
matrix via

τ1−dW0 = (R−1F)−1Z(R−1F).

14.15.Show that the displacement operatorsD̂p = (−µ)p1p2Sp1Ω p2, p∈Z2, satisfy

D̂−1
p = D̂−p, D̂pD̂q = (−µ)〈〈p,q〉〉D̂p+q = ω〈〈p,q〉〉D̂qD̂p,

and

D̂p+dq =

{

D̂p, d odd;

(−1)〈〈p,q〉〉D̂p, d even,

where〈〈·, ·〉〉 is thesymplectic form〈〈p,q〉〉 := p2q1− p1q2.

14.16.Appleby indexing. We consider some details from§14.10.
(a) Suppose thatB∈ SL2(Zd′) andχ ∈ Z2

d. Show that ifa∈ C(d) satisfies

aD̂pa−1 = ω〈〈χ ,Bp〉〉D̂Bp, ∀p∈ Z2
d′ ,

then the unique index(ψa,za) is given by

ψa = A := B modd, za(p) = ω〈〈χ ,Ap〉〉(−µ)pT σBp.

(b) Calculate the kernel of the Appleby homomorphism (14.42).
(c) Find the index(ψa,za) for the Clifford operations with Appleby index

(i) [Fz,0], Fz :=

(

0 d−1
d+1 d−1

)

= (d+1)

(

0 −1
1 −1

)

.

(ii) [Fa,0], Fa :=

(
1 d+3

4d−3
3 d−2

)

= (d+1)

(
d+1 3
d−3

3 d−2

)

, d≡ 3 mod 9,d 6= 3.

(iii) [Fb,0], Fb :=

(

−
√

d+1 d
d d−

√
d+1

)

,
√

d+1∈ Z, d≥ 8.

(iv) [Fc,0], Fc :=

(

κ d−2κ
d+2κ d−κ

)

, d = (3k±1)2+3, κ = 3k2±k+1, k≥ 0.
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and determine the Clifford operation[a] if it is obvious.

14.17.We show the eigenvectors ofSΩ ℓ, ℓ∈Zd, give the MUBs of Theorem 12.22.
(a) Show that the matrices{SΩ ℓ}ℓ∈Zd commute up to a scalar.
(b) Show thatSΩ ℓ andSΩ m are (Frobenius) orthogonal whenℓ−m∈ Z∗d.
(c) Show that the columnsBℓ := {RℓFej} of RℓF are eigenvectors ofSΩ ℓ.
(d) For anyd, thed2−1 matrices{SjΩ k : 0≤ j 6= k < d} can be partitioned into
d+1 subsets ofd−1 matrices

{Ω ,Ω 2, . . . ,Ω d−1}, Mℓ := {SΩ ℓ,S2Ω 2ℓ, . . . ,Sd−1Ω (d−1)ℓ}, ℓ ∈ Zd.

Show that matrices in the same set have the same eigenvectors, i.e.,E = {ej} and
Bℓ, respectively.

14.18.Here we consider the canonical abstract error group given byClifford group.
(a) Find the determinant of the generatorsS, Ω , F , R for C(d).
Hint: First find the determinant ofZ.
(b) Explain how each of the generatorsM above can be replaced by a scalar multiple
M̂ = c−1M with determinant 1.
(c) UseMagmato investigate the canonical abstract error groups which appear as
subgroups of〈Ŝ,Ω̂ , F̂ , R̂〉 for d = 2,3,4.

14.19.Let G= 〈F,R〉 be the group generated byF andR.
(a) Show thatG is finite, i.e., it contains only finitely many unitary scalarmatrices.
(b) Show that ford > 2, the nondiagonal matrixP−1 = F2 is in the centre ofG.
Remark:By Schur’s lemma, this implies that〈F,R〉 andCSp(d) are not irreducible.

14.20.Let A= [a jk] ∈ Cm×n with E :=Q(A) = Q({a jk}), andg∈Gal(E/Q).
(a) Show that ifA is Hermitian, theng(A) is Hermitian if and only ifg commutes
with complex conjugation.
(b) Show that ifA= vv∗ is a rank one orthogonal projection, theng(A) is also if and
only if g commutes with complex conjugation.
(c) Now letE be the SIC field of a fiducialΠ . Show that ifg(Π) is a SIC fiducial
for someg∈Gal(E/Q), theng must commute with complex conjugation onE.

14.21.The symmetry groupS(v) of (14.65) for a generic SIC fiducial isabelian.
Here we show that it isnonabelianfor the SICs ford = 2,3 (listed in Table 14.4).
(a) Show that the order two antiunitary symplectic operation b = F−1C does not
commute with the Zauner matrixZ.
(b) Show that the SICs ford = 2,3 have nonabelian symmetry groups.
(c) Show that ifb= F−1C is a symmetry of a SIC (with a symmetryZ or M1), then
its symmetry group is nonabelian.
Remark:The Hoggar lines are the only other known SIC with a nonabelian (in fact
noncyclic) symmetry group. Because of this (and other reasons), [Sta17] refers to
the Hoggar lines andd = 2,3 SICs assporadicSICs, and all other SICs asgeneric.
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14.22.If v is a Weyl–Heisenberg SIC fiducial, then so isav, a∈ EC(d), (see§14.7).
Show that

[a] ·Π := (av)(av)∗, Π = vv∗, [a] ∈ PEC(d)

defines an action of the extended Clifford group on the SIC fiducial projectors.

14.23.Here we show the SIC fieldE=Q(Π ,µ) of a Weyl–Heisenberg SIC fiducial
projectorΠ = vv∗ depends only its extended Clifford orbit.
(a) Show thatE is closed under complex conjugation.
(b) LetΠ ′ = (av)(av)∗, [a] ∈ PEC(d), be a another fiducial in the extended Clifford
orbit of Π . Show thatQ(Π ′,µ) =Q(Π ,µ), i.e., the SIC fieldE=Q(Π ,µ) depends
only on the orbit ofΠ , and not the particular choice of the fiducial projector.

14.24.We consider the extended Clifford action on the overlapsχΠ
p of a SICΠ .

(a) Show that ifa∈ C(d) has Appleby index[B,b], then

χΠ
p = ω〈〈b,Bp〉〉χ [a]·Π

Bp , ∀p∈ Z2
d′ .

(b) Show that the overlaps ofΠ = ΠT satisfy

χΠ
p = χΠ

−Jp, ∀p∈ Z2
d′ , −J =

(

−1
1

)

.

(c) Show that if[a] ∈ PEC(d) has (extended) Appleby index[B,b], then

χΠ
p = ω〈〈b,det(B)Bp〉〉χ [a]·Π

det(B)Bp, ∀p∈ Z2
d′ .

14.25.Let Π be a centred fiducial for whichS0(Π)∼=S(Π) is abelian (all the known
cases). Show that ifB∈ S0(Π) is a conjugate ofFz, then there is a unique maximal
abelian subgroup ofGL2(Zd′) containingS0(Π) andS(Π), which is given by

C(Π) :=C(S(Π)) =C(S0(Π)) =C(B) = {αI +βB : α,β ∈ Zd′}∩GL2(Zd′),

whereC(X) denotes the centraliser ofX in GL2(Zd′).

14.26.Let G = Gal(E/Q) be the Galois group of the SIC fieldE of a fiducialΠ ,
andHg be given by (14.87). It can be shown (see []) that

√
i
d−1

√
d
∈Q(µ).

(a) Show that for every Clifford operation[a], we can choosea∈ Ed×d.
(b) Show that ifa∈ C(d)∩Ed×d andg∈ Gc theng(a) ∈ C(d).
(c) Show that

g([a]) := [g(a)], g∈ Gc, a∈ Ed×d,

defines an action of the groupGc on the Clifford operations.
(d) Show that action ofGc on PC(d) in terms of Appleby indexes is given by
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g( f ([B,b])) = f ([HgBH−1
g ,Hgb]).

In particular,g∈ Gc maps the symplectic operation with symplectic indexB to the
symplectic operation with symplectic indexHgBH−1

g .

14.27.Let Π be a SIC fiducial. We recall thatg(Π), g ∈ Gc, is a fiducial (on the
same multiplet), withg(Π) on the same extended Clifford orbit wheng∈ G0.
(a) Show that the Clifford action commutes with the symmetries of a fiducial, i.e.,

S[a]·Π = [a] ·SΠ := aSΠ a−1, ∀[a] ∈ PEC(d).

(b) Show that the Galois action commutes with symmetries of afiducial, i.e.,

Sg(Π) = g(SΠ ), ∀g∈ Gc.

(c) Let O1, . . . ,Oℓ be the extended Clifford orbits of a SIC fiducial multiplet, and
suppose that on every orbitO j there is a centred fiducialΠ j . Fix Π j . Show that for
everyg∈ Gc there is aΠk and[a] ∈ PEC(d) with Appleby index[B,q], such that

g(Π j) = [a] ·Πk, 3q=

{

0 modd, d is odd;

0 mod d
2 , d is even.

(d) Show that ifd 6≡ 0 mod 3, then we can choseq= 0 above, so thata is symplectic,
andGc maps centred fiducials to centred fiducials (on the same multiplet).
(e) Show that ifd 6≡ 0 mod 3, then all centred fiducials are strongly centred.
(f) Show that if all theΠ j above are strongly centred, then we can take[a] to be
symplectic, and in this case

g1(Π j) = P−1Π jP−1.

14.28.Here we consider the group generated by the Clifford operations and the
Galois symmetries of the SIC fieldE, and its action on SIC fiducials. Forg∈ G , and
a∈ C(d)∩Ed×d, we writeag for the mapEd→ Ed given by

(ag)v := a(g(v)), ∀v∈ Ed.

(a) Show thatX = {ag : a∈C(d)∩Ed×d,g∈ Gc} is a group under composition, i.e.,
the multiplication

(a1g1)(a2g2) = a1g1(a2)g1g2,

with inverse(ag)−1 = g−1(a−1)g−1.
Remark:The mapag is said to be ag–unitary , sincea is unitary and

(ag)(αv+βw) = g(α)(ag)(v)+g(β )(ag)(v), α,β ∈ E, v,w∈ Ed.

A 1–unitary map is unitary, and agc–unitary map is antiunitary.
(b) Show that PC(d)×Gc = {[a]g : [a] ∈ PC(d),g∈ Gc} is group with the induced
multiplication
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([a1]g1)([a2]g2) := [a1g1(a2)]g1g2, a1,a2 ∈ C(d)∩Ed×d,

which contains PC(d), Gc and PEC(d) as subgroups. We call[a]g ag–unitary.
(c) Show there is a (natural) action of PC(d)×Gc = on fiducialsΠ = vv∗ given by

[a]g·Π := (agv)(agv)∗ = ag(Π)a−1 = [a] ·g(Π), a∈ C(d)∩Ed×d.

Show that if[a]g, a∈ C(d)∩Ed×d, stabilisesΠ , thenv is an “eigenvector” ofag,
i.e.,

(ag)v= λv, ∃λ ∈ E, |λ |= 1.

Remark:The stabiliser ofΠ = vv∗ in the subgroup PEC(d) = PC(d)×〈gc〉 is the
groupSΠ =S(v). The stabiliser is in general larger, since for ag∈G0, we can choose
[a] ∈ PEC(d), with g(Π) = [a] ·Π , and so theg–unitary[a−1]g stabilisesΠ .
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(d) For ag–unitary[a]g∈ PC(d)×Gc, one can define an extended index(ψa,za,g),
or an extended Appleby index[B,b,g], [a] = f ([B,b]). Show that

fGc : SL2(Zd′)×Z2
d×Gc→ PC(d)×Gc : [B,b,g] 7→ f ([B,b])g,

is a homomorphism, whereSL2(Zd′)×Z2
d×Gc is equipped with the multiplication

[B1,b1,g1][B2,b2,g1] = [B1Hg1B2H−1
g1

,b1+B1Hg1b2,g1g2].

(e) The subgroupSL2(Zd′)×Z2
d×{1,gc} gives the extended Appleby triple indices

for PEC(d). Let J = Hgc. Show that the map

Θ : SL2(Zd′)×Z2
d×{1,gc}→ ESL2(Zd′)×Z2

d : [B,b,g j
c] 7→ [BJj ,b]

is an isomorphism between indices.
Remark:The mapfGc ◦Θ−1 : ESL2(Zd′)×Z2

d→ PEC(d) is the fE of (14.57).



Chapter 15
Tight frames of orthogonal polynomials on the
simplex

The orthogonal polynomials of degreek on the triangle are a finite dimensional inner
product space which is invariant under the unitary action ofthe symmetry groupG
of the triangle (the dihedral group of order 6) given by

g· f = f ◦g−1,

i.e., is aG–invariant space (see§10.10). It is natural to seek an orthogonal expansion
for this space which is invariant under these symmetries. The polynomials in such
an orthogonal expansion have a simple form, i.e., they consist of a small number of
polynomials, together with those obtained by the changes ofvariables given by the
action ofG. In a few cases it is possible to find aG–invariant orthonormal basis, e.g.,
for the 3–dimensional space of quadratic Legendre polynomials (Example 10.20),
but in general it is not. Here we present a naturalG–invariant tight frame for this
space (and more generally the Jacobi polynomials on the simplex). This is great
illustration of the usefulness of tight frames – the redundancy of a tight frame allows
us to find an expansion with the symmetries of the space, whichis not possible for
a basis. Key aspects of this construction include:

• The Jacobi polynomials in the tight frame are given explicitly in terms of the
Bernstein basis by using a multivariate generalisation of the2F1 hypergeometric
function (the Lauricella function of typeA).

• The tight frame considerably improves upon the previously known expansions
(Appell’s biorthogonal system which has some of the symmetries, and Proriol’s
orthogonal basis which has no symmetries and is given by a recursive formula).

• A polynomial is a Jacobi polynomial if and only if its Bernstein basis coefficients
give a Hahn polynomial. The Bernstein coefficients are characterised by certain
linear dependencies which can be expressed in terms of the adjoint of the degree
elevation operator (for the Bernstein form).

• The proof that the frame is tight uses the fact that the Jacobipolynomials are
eigenspaces of the Bernstein–Durrmeyer operator.

429
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15.1 Jacobi polynomials and their Bernstein coefficients

Throughout, letξ = (ξ0,ξ1, . . . ,ξd) be the barycentric coordinates of ad–simplex
T ⊂Rd with verticesV = {v0,v1, . . . ,vd}, and volume vold(T). We recall (see§4.7)
that the barycentric coordinates are the unique linear polynomials with

x= ∑
j

ξ j(x)v j , ∑
j

ξ j(x) = 1, ∀x∈ Rd.

In particular, the barycentric coordinateξ j is 1 atv j and zero at all the other vertices.
It is sometimes convenient to index the barycentric coordinates by the vertices that
they correspond to (rather than labels for them). We will usestandard multiindex
notation as outlined in§4.9, e.g.,Γ (ν) =∏ j Γ (ν j), whereΓ is theGamma function.

Example 15.1.The barycentric coordinates of the interval (1–simplex)[−1,1] with
vertices{−1,1} are

ξ0(x) =
1−x

2
, ξ1(x) =

1+x
2

, (15.1)

and for the triangle (2–simplex) with vertices{0,e1,e2} they are

ξ0(x,y) = 1−x−y, ξ1(x,y) = x, ξ2(x,y) = y.

Theunivariate Jacobi polynomialsare the orthogonal polynomials given by the
inner product

〈 f ,g〉ν :=
Γ (ν0+ν1)

Γ (ν0)Γ (ν1)

1
2

∫ 1

−1
f (x)g(x)

(1−x
2

)ν0−1(1+x
2

)ν1−1
dx, ν0,ν1 > 0.

The normalisation above is chosen so〈1,1〉ν = 1. The parameters are usually written
asν = (ν0,ν1) = (α +1,β +1), with the Jacobi polynomial of degreen denoted by

P(α ,β )
n . The conditionν j > 0 ensures that the weight function is integrable.

Example 15.2.Well known Jacobi polynomials include theLegendre polynomials
(ν j = 1) and theChebyshev polynomials(ν j =

1
2), which are given by

〈 f ,g〉(1,1) =
1
2

∫ 1

−1
f (x)g(x)dx, 〈 f ,g〉( 1

2 ,
1
2 )
=

1
π

∫ 1

−1
f (x)g(x)

dx√
1−x2

.

In view of (15.1), the weight function on the interval[−1,1] used to define the
Jacobi polynomials is a product of powers of the barycentriccoordinates of[−1,1].
By replacing[−1,1] by ad–simplexT (a triangle ford= 2), we obtain the following
multivariate generalistion of the univariate Jacobi innerproduct.

Definition 15.1.Let T be ad–simplex inRd with barycentric coordinatesξ . Then
(multivariate ) Jacobi inner product onT with parametersν is given by
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〈 f ,g〉ν :=
Γ (|ν |)
Γ (ν)

1
d!vold(T)

∫

T
f gξ ν−1, ν ∈ Rd+1, ν j > 0. (15.2)

We call the Lebesgue measure onT weighted byξ ν−1 theJacobi measure.

A simple calculation shows that the conditionν j > 0, ∀ j, ensures the weight
function ξ ν−1 is integrable onT, so the Jacobi inner product is well defined, and
that

〈ξ α ,ξ β 〉ν =
(ν)α+β

(|ν |)|α |+|β |
, α,β ∈ Zd+1

+ , (15.3)

where(ν)α := ∏ j(ν j)α j , with thePochhammer symbol(x)n given by

(x)n := x(x+1) · · ·(x+n−1).

The orthogonal polynomials of degreek (see§10.10) for the Jacobi measure are
called the (multivariate ) Jacobi polynomials, and we denote them byPν

k , i.e.,

P
ν
k := { f ∈Πk(R

d) : 〈 f ,h〉ν = 0,∀h∈Πk−1(R
d)},

whereΠn(R
d) is the space of polynomials of degree≤ n onRd. Since

dim(Pν
k ) =

(
k+d−1

d−1

)

,

the spacePν
k has dimension greater than 1 whenk> 0 andd > 1.

Each polynomialf ∈Πn(R
d) can be expressed in terms of the Bernstein basis

f = ∑
|α |=n

cα( f )Bα = ∑
|α |=n

cαBα ,

where theBernstein polynomialsof degreen are defined by

Bα :=

(|α|
α

)

ξ α =
|α|!
α!

ξ α =
n!
α!

ξ α , |α|= n, α ∈ Zd+1
+ .

This basis forΠn(R
d) is well suited to representing polynomials on the simplexT

(see§4.9 for a generalisation to a frame for other polytopes). Thecoefficients

c( f ) = cn( f ) = c= (cα)|α |=n

are referred to as theBernstein(–B́ezier) coefficients. By the multinomial theorem

f = ∑
|α |=n

cαBα = ∑
|α |=n

cαBα

( d

∑
i=0

ξi

) j
= ∑
|α |=n+ j

(Rjc)αBα ,

where the powers of thedegree raising operatorRare given by
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(Rjc)α = ∑
|γ |= j

(
j
γ

)
(−α)γ

(−|α|) j
cα−γ , j = 0,1,2, . . . . (15.4)

Here we think of the Bernstein coefficients as a functionc : α 7→ cα defined on
the simplex points

∆n := {α ∈ Zd+1
+ : |α|= n}, #∆n = dim(Πn(R

d)).

We view such functionsc : ∆n→ R as polynomials of degreen in d–variables by
identifying c with the unique polynomial of degreen on thed–dimensional affine
subspace{x ∈ Rd+1 : x0+ x1+ · · ·+ xd = n} which takes the valuecα at α ∈ ∆n.
For example, by the multinomial theoremf = 1= ∑|α |=nBα , and so 1 corresponds
to the constant polynomialc : α 7→ 1. More generally, we have:

Proposition 15.1.Suppose that f= ∑|α |=ncαBα ∈ Πn(R
d) and0≤ s≤ n. Then f

has degree s if and only if c: α 7→ cα is a polynomial of degree s.

Proof. The polynomials(Bβ )|β |=s are a basis forΠs(R
d), and can be expressed

Bβ = ∑
|α |=s

bαBα , bα :=

{

1, α = β ;

0, otherwise.

Let j := n−s. Then by (15.4), the Bernstein coefficients ofBβ = ∑|α |=ncαBα are

cα = (Rjb)α = ∑
|γ |= j

(
j
γ

)
(−α)γ

(−|α|) j
bα−γ =

j!
(α−β )!

(−α)α−β

(−n) j
=

j!(−1) j

(−n) j

(−α)β

(−β )β
.

Since∆n→ R : α 7→ (−α)β , |β | = s, is a polynomial of degrees, we obtain the
correspondence. ⊓⊔

We define an inner product on the space of polynomials∆n→ R of degreen by

〈 f ,g〉ν ,n := ∑
|α |=n

(ν)α
α!

f (α)g(α). (15.5)

The orthogonal polynomials of degrees corresponding to the discrete measure
above are called theHahn polynomials, and we denote them byPν ,n

s , 0≤ s≤ n.
Theadjoint R∗ν of the degree raising operatorR with respect to (15.5) is defined

by
〈Rc,b〉ν ,n = 〈c,R∗νb〉ν ,n−1, c : ∆n−1→ R, b : ∆n→ R. (15.6)

A simple calculation (Exer. 15.1) shows the powers ofR∗ν are given by

((R∗ν)
jb)β = ∑

|γ |= j

(β +ν)γ

(|β |+1) j

(
j
γ

)

bβ+γ , b : ∆n→ R, 0≤ j ≤ n. (15.7)
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We can now show that Jacobi polynomials are characterised bythe fact their
Bernstein coefficients are a Hahn polynomial (and vice versa). This is a relatively
new result (see [Cie87] for the univariate case, and [Wal06]).

Theorem 15.1.Fix ν > 0. Let f = ∑|α |=ncαBα ∈Πn(R
d), c= (cα), and0≤ s≤ n.

Then the following are equivalent

1. f ∈Pν
s (Jacobi polynomials).

2. c∈P
ν ,n
s (Hahn polynomials).

3. (R∗ν)
n−s+1c= 0.

Proof. (1⇐⇒2) We havef ∈Pν
s if and only if it is orthogonal to the spanning set

{ξ β}|β |<s for Πs−1(R
d), i.e., by (15.3), we have

〈 f ,ξ β 〉ν = ∑
|α |=n

cα
n!
α!

(ν)α+β

(|ν |)|α |+|β |
=

n!
(|ν |)s+|β |

∑
|α |=n

(ν)α
α!

cα(ν +α)β = 0.

With pβ : ∆n→ R : α 7→ (ν +α)β , this orthogonality condition can be written as

〈c, pβ 〉ν ,n = 0, |β |< s.

Since{pβ}|β |<s spans the space of polynomials of degree< s, this saysc∈P
ν ,n
s .

(2⇐⇒3) Letqβ : ∆n→R : α 7→ (−α)β , |β |= s−1. Withk := n−|β |= n−s+1,
using (15.7), we calculate

〈c,qβ 〉ν ,n = ∑
|α|=n
α≥β

(ν)α
α!

cα(−α)β = ∑
|γ |=k

(ν)β+γ

(β + γ)!
cβ+γ(−β − γ)β

= (ν)β ∑
|γ |=k

(ν +β )γcβ+γ
(−β − γ)β

(β + γ)!
= (ν)β ∑

|γ |=k

(ν +β )γcβ+γ
(−1)|β |

γ!

= (ν)β
(−1)s−1

k!
(s)k ∑

|γ |=k

(ν +β )γ

(|β |+1)k
cβ+γ

k!
γ!

= (ν)β (−1)s−1
(

n
s−1

)

((R∗ν)
kc)β .

Since{qβ}|β |=s−1 is a basis for the polynomials of degree< s, we havec∈P
ν ,n
s

if and only if 〈c,qβ 〉ν ,n = 0, |β | = s−1, which is equivalent to(R∗ν)
kc= 0, by the

calculation above. ⊓⊔
This association between Jacobi and Hahn polynomials preserves inner products:

Theorem 15.2.([Wal06]) Suppose that f=∑|α |=ncα( f )Bα and g=∑|α |=ncα(g)Bα .
If f or g belongs toPν

s , 0≤ s≤ n, then

〈 f ,g〉ν =
(n!)2

(n−s)!(|ν |)n+s
∑
|α |=n

(ν)α
α!

cα( f )cα(g) =
(n!)2

(n−s)!(|ν |)n+s
〈c( f ),c(g)〉ν ,n.
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15.2 The Bernstein–Durrmeyer operator

To motivate the tight frame of Jacobi polynomials on a simplex in §15.3, we consider
theBernstein–Durrmeyer operatorMν

n (see [Der85], [BX91]). This is defined on
the continuous functions on the simplexT with the Jacobi inner product (15.2) by

Mν
n f := ∑

|α |=n

〈 f ,ξ α〉ν
〈1,ξ α〉ν

Bα = ∑
|α |=n

〈 f ,ξ α〉ν
(|ν |)n

(ν)α

n!
α!

ξ α .

This self adjoint operator is a natural generalisation of the Bernstein operator (see
§4.10). It ispositive, i.e.,

f ≥ 0 =⇒ Mν
n f ≥ 0,

but does not reproduce the nonconstant linear polynomials.It is degree reducing,
and satisfies an analogue of Theorem 4.6. It can be viewed as ade la Valĺee–Poussin
meanof the orthogonal projections ontoPν

s 0≤ s≤ n. From this, or by a simple
calculation (see [Der85]), it follows that the eigenvaluesof Mν

n are

λs(M
ν
n ) =

n!
(n−s)!

1
(n+ |ν |)s

, 0≤ s≤ n,

with corresponding eigenspace the Jacobi polynomialsPν
s , i.e., for 0≤ s≤ n

f = (n−s)!(|ν |)n+s ∑
|α |=n

1
α!
〈 f ,ξ α〉ν

ξ α

(ν)α
, ∀ f ∈P

ν
s . (15.8)

Let Qs be the orthogonal projection ontoPν
s . Then for f ∈Pν

s ,

〈 f ,ξ α〉ν = 〈Qs f ,ξ α〉ν = 〈 f ,Qs(ξ α)〉ν ,

and so from (15.8), we obtain

f = (n−s)!(|ν |)n+s ∑
|α |=n

1
α!
〈 f ,Qs(ξ α)〉ν

ξ α

(ν)α

= (n−s)!(|ν |)n+s ∑
|α |=n

(ν)α
α!
〈 f , Qs(ξ α)

(ν)α
〉ν

Qs(ξ α)

(ν)α
, ∀ f ∈P

ν
s . (15.9)

In other words, (15.9) gives atight frameexpansion forPν
s . In the next section, we

obtain an explicit formula forQs(ξ α) whenn= s (the case with the fewest vectors).
This result was found independently by [Ros99] (not presented in terms of tight

frames) and by [XW01], [PW02]. The presentation in terms of theBernstein–
Durrmeyer operatorMν

n given here is adapted from [Wal06].
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15.3 Tight frames of Jacobi polynomials with symmetries

We now give the main result.

Theorem 15.3.A tight frame expansion for the Jacobi polynomialsPν
n is given by

f = (|ν |)2n ∑
|α |=n

(ν)α
α!
〈 f ,φ ν

α 〉ν φ ν
α , ∀ f ∈P

ν
n , (15.10)

where

φ ν
α :=

(−1)n

(n+ |ν |−1)n
∑

β≤α

(n+ |ν |−1)|β |(−α)β

(ν)β

ξ β

β !
(15.11)

is the orthogonal projection ofξ α/(ν)α ontoPν
s .

Proof. In view of the tight frame expansion (15.9) forPν
n (takes= n), it suffices

to prove thatφ ν
α is the orthogonal projection ofξ α/(ν)α ontoPν

n . Since

φ ν
α ∈

ξ α

(ν)α
+Πn−1(R

d),

this reduces to showing thatφ ν
α is orthogonal to the basis(ξ γ)|γ |=n−1 for Πn−1(R

d).
Suppose that|γ |= n−1. Then

(|ν |)|β |+|γ | = (|ν |)n−1(|ν |+n−1)|β |, (ν)β+γ = (ν)γ(ν + γ)β ,

and so, by (15.3), we have

〈φ ν
α ,ξ γ〉ν =

(−1)n

(n+ |ν |−1)n
∑

β≤α

(n+ |ν |−1)|β |(−α)β

(ν)β β !

(ν)β+γ

(|ν |)|β |+|γ |

=
(−1)n

(n+ |ν |−1)n

(ν)γ

(|ν |)n−1
∑

β≤α

(−α)β

(ν)β β !
(ν + γ)β .

By the Chu–Vandermonde identity, the last sum above simplifies to

∑
β≤α

(−α)β (ν + γ)β

(ν)β β !
(ν + γ)β = ∑

β

(−α)β (ν + γ)β

(ν)β β !
=

(ν− (ν + γ))α
(ν)α

=
(−γ)α
(ν)α

.

Since|γ | < |α| = n, we must haveγ j < α j for some j, i.e., (−γ j)αJ = 0, and so
(−γ)α = 0, which completes the proof. ⊓⊔

The Jacobi polynomialsφ ν
α in the tight frame forPν

n can be written

φ ν
α =

(−1)n

(n+ |ν |−1)n
FA(n+ |ν |−1,−α,ν ;ξ ),

whereFA is theLauricella function of typeA, which is given by
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FA(a,b;c;x) := ∑
α∈Zd+1

+

(a)|α |
(b)α
(c)α

xα

α!
, a∈ R, b,c,x∈ Rd+1.

This is a multivariate generalisation of the hypergeometric function2F1(a,b;c;x).
We observeFA(a,−β ,c;x) is a polynomial of degree|β | in x whenβ is a multiindex.

Example 15.3.(Univariate Jacobi polynomials). The univariate Jacobi polynomials

P(α ,β )
n for the weightν = (α +1,β +1) on [−1,1], and barycentric coordinatesξ

given by (15.1), can be written

Pα ,β
n (x) =

(α +1)n

n! 2F1
(
−n,1+α +β +n;α +1;

1
2
(1−x)

)
. (15.12)

The Jacobi polynomial for the multiindex(n,0) given by (15.11) is

φ ν
(n,0)(x) =

(−1)n

(n+ |ν |−1)n

n

∑
j=0

(n+ |ν |−1) j(−n) j

(ν0) j

ξ0(x) j

j!

=
(−1)n

(n+α +β +1)n

n

∑
j=0

(−n) j(n+α +β +1) j

(α +1) j

(1
2(1−x)) j

j!

=
(−1)n

(n+α +β +1)n
2F1(−n,1+α +β +n;α +1;

1
2
(1−x))

=
(−1)n

(n+α +β +1)n

n!
(α +1)n

P(α ,β )
n (x)

SincePν
n is one–dimensional, eachφ ν

(n−k,k), 0≤ k≤ n, is a scalar multiple ofPα ,β
n .

The tight frame expansion for the Jacobi polynomialsPν
s given by (15.9) for

0≤ s< n has more vectors than that of (15.10). By calculatingQs(ξ α) explicitly
(see [Wal06]), one can generalise Theorem 15.3, as follows.

Theorem 15.4.A tight frame for the Jacobi polynomialsPν
s , s≤ n, is given by

f = (n−s)!(|ν |)n+s ∑
|α |=n

(ν)α
α!
〈 f ,φ ν ,s

α 〉ν φ ν ,s
α , ∀ f ∈P

ν
s , (15.13)

where

φ ν ,s
α :=

(−1)s

(s+ |ν |−1)s

(n
s

)

(|ν |+2s)n−s
∑
β≤α
|β |≤s

(s+ |ν |−1)|β |(−α)β (−s)|β |
(ν)β (−n)|β |

ξ β

β !
(15.14)

is the orthogonal projection ofξ α/(ν)α ontoPν
s . We also have

f =
(n−s)!

n!
(|ν |)n+s ∑

|α |=n

〈 f ,φ ν ,s
α 〉νBα , ∀ f ∈P

ν
s . (15.15)
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15.4 The orthogonal polynomials of Appell and Proriol

We now consider the symmetries of tight frames forPν
n given by Theorem 15.4,

and compare them with the previously known expansions.
The affine mapsg∈Aff (Rd) of the simplexT onto itself are uniquely determined

by their action on the vertices{v0,v1, . . . ,vd} or the barycentric coordinates, i.e.,

gvj = vσ j , g·ξ j = ξσ j ,

whereσ ∈ Sd+1 is a permutation (of the vertices). Under this identification, the
symmetry group of the Jacobi measure is

G := {σ ∈ Sd+1 : νσ j = ν j ,∀ j},

and the Jacobi polynomialsPν
n are aG–invariant space, where the unitary action

of G is given by
σ · f := f ◦g−1, f ∈Π(Rd).

With σα := (σα0, . . . ,σαd), applyingσ ·ξ j = ξσ j to (15.14) gives

σ ·φ ν ,s
α = φ σν ,s

σα = φ ν ,s
σα , ∀σ ∈G,

i.e., the tight frames of Theorem given by Theorem 15.4 areG–invariant, i.e., the
G–orbit of some smaller number of vectors.

Example 15.4.(Legendre polynomials) Suppose that all theν j are equal e.g., the
Legendre polynomialsgiven by ν j = 1 (giving Lebesgue measure onT). Then
the symmetry group isG = Sd+1, and the tight frame(φ ν

α )|α |=n of Theorem 15.3
is the orbit ofp(n) polynomials, wherep(n) is the partition function (the number
of partitions ofn). For example, 3,2+1,1+1+1 are the three partitions ofn= 3,
and so the tight frame for the cubic Jacobi polynomialsPν

3 is the orbit of three
polynomials foranydimensiond.

Example 15.5.(Quadratic Jacobi polynomials) From (15.11), we have

φ ν
(2,0,...,0) =

ξ 2
0

ν0(ν0+1)
− 2

(2+ |ν |)
ξ0

ν0
+

1
(1+ |ν |)(2+ |ν |) ,

φ ν
(1,1,,0,...,0) =

ξ0ξ1

ν0ν1
− 1

(2+ |ν |)

(
ξ0

ν0
+

ξ1

ν1

)

+
1

(1+ |ν |)(2+ |ν |) .

The remaining quadratic Jacobi polynomials in the tight frame Φ = (φ ν
α )|α |=2 for

Pν
2 are obtained from these by making the substitution

ν0 7→ ν j , ν1 7→ νk, k 6= j.

Whenν0 = ν j , ν1 = νk, then this corresponds to a symmetry ofPν
2 . In any case,

formulas for all the polynomials inΦ can be obtained from those two above, by
substitutions, independent of the dimensiond.
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TheAppell polynomials (introduced in [AKdF26]) are the nonorthogonal basis
for Pν

n given by the subset of the tight frameΦ = (φ ν
α )|α |=n for which thek–th

component ofα is zero, i.e.,

Φk := {φ ν
α : |α|= n,αk = 0}.

There is an explicit formula for the polynomials in the dual basis (see [AKdF26],
[FL74], [KMT91]). The Appell basis and its dual basis are invariant under the action
of subgroupH of G (the symmetry group of the measure) given by

H := {σ ∈G : νσk = νk}.

The Proriol polynomials (introduced in [Pro57]) are an orthonormal basis for
Pν

n given explicitly, but by complicated formulas (see [DX01]). These polynomials
are not invariant under any of the (nonidentity) symmetriesof the Jacobi weight.

The basisΦ = (φ ν
α )|α |=n for Pν

n has the following desirable properties:

• It is a tight frame.
• Its polynomials are given explicitly in the Bernstein form by using a multivariate

version of the1F2 hypergeometric function (the Lauricella functionFA). These
formulas do not become more complicated asd becomes large.

• It is invariant under all of the symmetries of the Jacobi weight.

As discussed, the bases of Appell and Proriol do not share allof these properties.

Example 15.6.Consider the three–dimensional spacePν
2 of quadratic Legendre

polynomials on a triangle. The symmetry group of the weight is S3 (order 6), i.e.,
all permutations of the vertices give symmetries. The tightframeΦ is given by the
orthogonal projections of

ξ 2
0 , ξ 2

1 , ξ 2
2 , ξ1ξ2, ξ0ξ2, ξ0ξ1

ontoPν
2 . This is theS3–orbit of two polynomials. The Appell basis is the orthogonal

projection of
ξ 2

0 , ξ 2
1 , ξ0ξ1,

which is invariant under subgroup of order 2 generated by thepermutation(0 1).
The Proriol basis is given by the orthogonal projection of

ξ 2
0 , ξ0(ξ0+2ξ1), 4ξ 2

1 +2ξ0ξ1−ξ 2
0 .

Notes

The idea of using finite tight frame expansions for spaces ofmultivariate orthogonal
polynomials(not to be confused withmultiple orthogonal polynomials[MFVA16])
appeared independently in [Ros99], and [XW01], [PW02]. A detailed account of
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the multivariate orthogonal polynomials, which includes the systems of Appell and
Prorial, is given in [DX01]. The presentation in terms of theBernstein–Durrmeyer
operatorMν

n that is given here is adapted from [RW04], [Wal06]. There are similar
expansions for the multivariateHahnandcontinuous Hahn polynomials[RW04],
and for the multivariate orthogonal polynomials for a radially symmetric weight
(see Chapter 16).

Tight frames allow for optimal expansions for spaces of multivariate orthogonal
polynomials for specific weights, e.g., see [Dun87] and§10.10,§10.14.

Exercises

15.1.Let R be the degree raising operator given by (15.4), andR∗ν be its adjoint as
given by (15.6). Show that thej–th power ofR∗ν is given by (15.7), i.e.,

((R∗ν)
jb)β = ∑

|γ |= j

(β +ν)γ

(|β |+1) j

(
j
γ

)

bβ+γ , b : ∆n→ R, 0≤ j ≤ n.





Chapter 16
Continuous tight frames for finite dimensional
spaces

The tight frame expansion forn equally spaced unit vectors inR2 is

f =
2
n

n

∑
j=1
〈 f ,u j〉u j , ∀ f ∈ R2, u j :=

(
cos2π j

n
sin2π j

n

)

. (16.1)

We may take the limit of this, asn→ ∞, to obtain

f =
2

2π

∫ 2π

0
〈 f ,uθ 〉uθ dθ , ∀ f ∈ R2, uθ :=

(

cosθ
sinθ

)

, (16.2)

which is the prototypical example of acontinuoustight frame expansion.
A key feature of this expansion is that the vectors(uθ )0≤θ≤2π are invariant under

the symmetriesO(2) of R2 (see the comments at the start of§9). Indeed, one can
argue that this is the natural representation for the spaceH = R2, which follows
directly from its symmetries (applyO(2) to any unit vector), and that expansions
like (16.1) then follow by a process of discretisation (calledsampling).

16.1 Continuous and discrete frames

The sum∑ j∈J in the definition of a frame can be a more general integral.

Definition 16.1.Let H be a Hilbert space, and(J,S ,µ) be a measure space. A
(generalised) framefor H with respect toµ is a family( f j) j∈J for which

1. For eachf ∈H , J→ F : j 7→ 〈 f , f j〉 is S –measurable onJ.
2. There exist (frame bounds)A,B> 0 such that

A‖ f‖2≤
∫

J
|〈 f , f j〉|2dµ( j)≤ B‖ f‖2, ∀ f ∈H .

441
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It is tight if one can chooseA = B. Further, we will refer to the frame as being
discrete if µ({ j})> 0,∀ j ∈ J, andcontinuous if µ({ j}) = 0,∀ j ∈ J.

Example 16.1.If µ is the counting measure on a setJ, then a generalised frame is
precisely a frame.

Example 16.2.The vectors(uθ )0≤θ≤2π of (16.2) form a continuous tight frame for
R2 (with respect to the Lebesgue measure), since

∫ 2π

0
|〈x,uθ 〉|2dθ =

∫ 2π

0
(x1cosθ +x2sinθ)2dθ ,= π‖x‖2, ∀x∈ R2.

The basic results on frames extend in the obvious fashion, i.e., replace the sum
overJ by an integral. In particular (see Exercises 16.1 and 16.2),we have:

Proposition 16.1.LetΦ = ( f j) j∈J be a generalised frame with respect toµ for H .
Then

S f :=
∫

J
〈 f , f j〉 f j dµ( j)

defines a bounded invertible self adjoint operator S= SΦ ,µ : H →H , for which

f =
∫

J
〈 f ,S−1 f j〉 f j dµ( j) =

∫

J
〈 f , f j〉S−1 f j dµ( j)

=
∫

J
〈S− 1

2 f , f j〉S−
1
2 f j dµ( j), ∀ f ∈H .

We call( f̃ j) = (S−1 f j) the dual frame, and(S−
1
2 f j) thecanonical tight frame.

Proposition 16.2.(Variational characterisation) Let( f j) j∈J be a generalised frame
with respect toµ for a d–dimensional spaceH . Then

∫

J

∫

J
|〈 f j , fk〉|2dµ( j)dµ(k)≥ 1

d

(∫

J
‖ f j‖2dµ( j)

)2
,

with equality if and only if( f j) is tight.

Example 16.3.Let Π ◦n (Rd) be the space of homogeneous polynomials of degreen
onRd, i.e., those polynomialsf satisfying

f (x) = ‖x‖n f
( x
‖x‖
)
, x 6= 0.

In view of this, these polynomials are determined by their values on the unit sphere
S := {x ∈ Rd : ‖x‖ = 1}, and so we can define an inner product on them by
〈 f ,g〉= ∫S f g (Lebesgue integration onS). Theridge polynomialsΦ = (〈·,v〉n)v∈S
give a continuous frame forΠ ◦n (Rd) (it is well known that they span). A calculation
shows thatΦ is tight for n = 0,1 (but not forn≥ 2). In §16.5, we will consider
continuous tight frames for the this space (and the space of complex homogeneous
polynomials).
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16.2 The analysis and synthesis operators

Let Φ = ( fJ) j∈J be a generalised tight frame forH with respect toµ . Then the
synthesis operatorcan be defined in the natural way (see Exer. 16.1)

V =VΦ : L2(µ)→H : a 7→
∫

J
a j f j dµ( j).

From this, one can define theGramian and thecanonical Gramian

Gram(Φ) =V∗V : L2(µ)→ L2(µ), PΦ =V∗S−1V : L2(µ)→ L2(µ),

whereS=VV∗ : H →H is the frame operator. The canonical GramianPΦ is an
orthogonal projection. It can be represented by the “matrix” [PΦ ] = [〈 fk,S−1 f j〉] j,k∈J

(see Exer. 16.3), where

PΦa= [PΦ ] ·µ a :=
∫

J
[PΦ ] jkak dµ(k) =

∫

J
〈 fk,S−1 f j〉ak dµ(k).

Example 16.4.(Short-time Fourier transform) LetH = L2(R
d), g ∈ L2(R

d) be
nonzero, andMωTxg(t) := e2π iω·tg(t−x). Then

∫

Rd

∫

Rd
|〈 f ,MωTxg〉|2dxdω = ‖g‖2‖ f‖2, ∀ f ∈ L2(R

d),

so that(MωTxg)(x,ω)∈Rd×Rd is a tight continuous frame with respect to Lebesgue

measure onRd×Rd. The analysis operatorV∗ : L2(R
d)→ L2(R

d×Rd) given by

(V∗ f )(x,ω) = 〈 f ,MωTxg〉
∫

Rd
f (t)g(t−x)e−2π iω·t dt, x,ω ∈ Rd

is called theshort-time Fourier transform (STFT) of f with respect tog (the
window function). See [Gr̈o01] for details.

In principle, the definition of a continuous tight frame could be extended, so as
to include many important integral transforms which behavein a similar way. For
example, theFourier transform f̂ of f ∈ L2(R),

f̂ (ω) :=
∫ ∞

−∞
f (t)e−2π iω dt = 〈 f ,e2π iω·〉, 〈 f ,g〉 :=

∫ ∞

−∞
f (t)g(t)dt

gives the reconstruction formula

f (t) =
1

2π

∫ ∞

−∞
f̂ (ω)e2π iωt dω =

1
2π

∫ ∞

−∞
〈 f ,e2π iω·〉e2π iωt dω, ∀ f ∈ L2(R),

which would be a continuous tight frame expansion ife2π iω· ∈ L2(R).
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16.3 Reproducing kernels

Many interesting continuous tight frames come from reproducing kernels. Some,
such as the family of zonal harmonics predate the theory of frames.

Definition 16.2.A Hilbert spaceH , of functions defined on some setX, is called a
reproducing kernel Hilbert space if each of the point evaluationsx 7→ f (x) , x∈ X
is continuous, and hence has a Riesz representerKx ∈H . For such a space, the
functionK : X×X→ F defined by

K(x,y) := 〈Ky,Kx〉= Ky(x), ∀x,y∈ X

is called thereproducing kernel.

The reproducing kernel is Hermitian, i.e.,

Kx(y) = 〈Kx,Ky〉= 〈Ky,Kx〉= Ky(x).

Example 16.5.Let H be a reproducing kernel Hilbert space of functionsX → F,
with the inner product given by a measureµ , i.e.,

〈 f ,g〉 :=
∫

X
f (y)g(y)dµ , (16.3)

If K is the reproducing kernel, then

f (x) = 〈 f ,Kx〉=
∫

X
f (y)Kx(y)dµ(y) =

∫

X
〈 f ,Ky〉Ky(x)dµ(y),

i.e.,

f =
∫

X
〈 f ,Ky〉Kydµ(y), ∀ f ∈H , (16.4)

and so(Ky)y∈X is a normalised generalised tight frame with respect to the measure
µ , which we will refer to as thereproducing kernel tight frame .

Clearly, every finite dimensional space with an inner product of the form (16.3)
has a reproducing kernel, and hence a natural generalised tight frame.

Example 16.6.Let H = Fd, a space of functions onJ= {1,2, . . . ,n}, with the inner
product given by the counting measure. The Riesz representer of the point evaluation
j 7→ x j = 〈x,ej〉 is the standard basis vectorej , and so the reproducing kernel is

K( j,k) = ek( j) = δ jk, K j = ej ,

and the corresponding generalised tight frame is the standard orthonormal basis
(ej)

n
j=1. More generally, ifH is a subspace ofFn, then the reproducing kernel tight

frame is(Pej)
n
j=1, whereP is the orthogonal projection ontoH (see Exer. 16.5).

A formula for the reproducing kernel can be computed from anyframe.
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Proposition 16.3.Suppose that K is the reproducing kernel forH , and ( f j) is a
finite frame forH , with alternate dual frame(g j), e.g., gj = f̃ j , then

K(x,y) = 〈Ky,Kx〉= ∑
j

g j(x) f j(y).

Proof. ExpandKx ∈H in terms of this frame

Kx = ∑
j
〈Kx, f j〉g j = ∑

j
〈 f j ,Kx〉g j = ∑

j
f j(x)g j .

Using this, and the frame expansion, we obtain

〈Ky,Kx〉= 〈∑
j

f j(y)g j ,∑
k

fk(x)gk〉= ∑
j

f j(y)∑
k

〈g j ,gk〉 fk(x) = ∑
j

f j(y)g j(x),

as claimed. ⊓⊔

16.4 Zonal harmonics

The extension of (16.2) toRd is most easily obtained by usingzonal harmonics.
We denote the(unit) sphere in Rd by

S= Sd−1 := {x∈ Rd : ‖x‖= 1}.

A function f : X→ R, X ⊂ Rd is harmonic if it satisfiesLaplace’s equation, i.e.,

∆ f = 0, ∆ := D2
1+ · · ·D2

d.

Let Hk = Hk(R
d) be the space of homogeneous harmonic polynomials of degree

k. The mapf 7→ f |S, of restriction of a function to the sphere, applied toHk has
trivial kernel, so that

dim(Hk) = dim(Hk(S)), Hk(S) := { f |S : f ∈Hk}.

The spacesHk(R
d) andHk(S) are the (solid andsurface) spherical harmonics

of degreek. They are invariant under the action ofO(d) and SO(d) (which are
absolutely irreducible), and have dimension

dim(Hk) =

(
k+d−1

d−1

)

−
(

k+d−3
d−1

)

. (16.5)

Spherical harmonics of different degrees are orthogonal toeach other with respect
to the inner product
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〈 f ,g〉S :=
∫

S
f gdσ =

1
area(S)

∫

S
f (ξ )g(ξ )dξ , (16.6)

whereσ is normalised surface-area measure on the sphereS, dξ denotes Lebesgue
measure on the sphere, and the area of the sphere is

area(S) :=
∫

S
1dξ =

2π d
2

Γ (d
2)

. (16.7)

The spherical harmonics give the orthogonal decomposition

L2(S) =
∞⊕

k=0

Hk, (16.8)

of L2(S) into absolutely irreducibleSO(d)–invariant subspaces.
The spherical harmonics of a degreek with the inner product of (16.6) form a

reproducing kernel Hilbert space, and so have a natural continuous tight frame.

Definition 16.3.The zonal harmonic1 of degreek with pole ξ ∈ S is the Riesz

representer of point evaluation atξ , i.e., the uniqueZ = Z(k)
ξ ∈Hk with

f (ξ ) = 〈 f ,Z(k)
ξ 〉S =

∫

S
f Z(k)

ξ dσ(ξ ), ∀ f ∈Hk. (16.9)

Thus (16.4) gives the following reproducing kernel tight frame:

Example 16.7.The zonal harmonics(Z(k)
ξ )ξ∈S are a continuous tight frame for the

spaceHk of spherical harmonics of degreek, i.e.,

f =
∫

S
〈 f ,Z(k)

ξ 〉SZ(k)
ξ dσ(ξ ), ∀ f ∈Hk. (16.10)

We recall some basic facts about zonal harmonics (cf [SW71] and[ABR01]).

Definition 16.4.A function f defined on aO(d)–invariant subspace ofRd (such as
S orRd) is zonalwith pole ξ ∈ S if it can be written in the form

f (x) = g(〈x,ξ 〉,‖x‖).

This definition is equivalent to:

• f is invariant under the action of the subgroup ofO(d) which fixesξ .
• f constant on parallels of the sphere, i.e.,f is constant onH ∩S, whereH is any

hyperplane inRd which is orthogonal to the vectorξ , andSis a sphere (on which
f is defined).

1 The zonal harmonicZ(k)
ξ is is also commonly defined for unnormalised surface-area measure,

which adds a scaling factor to the formulas for it presented here.
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Zonal functions generaliseridge functionsandradial functions, which have the form

f (x) = g(〈x,ξ 〉) (ridge function), f (x) = g(‖x‖) (radial function).

The zonal harmonicZ(k)
ξ ∈Hk is azonalfunction, as can be seen from the following

explicit formula (see Exer. 16.8)

Z(k)
ξ (x) = ‖x‖kC( d

2 )

k

( 〈x,ξ 〉
‖x‖

)

−‖x‖kC( d
2 )

k−2

( 〈x,ξ 〉
‖x‖

)

, (16.11)

whereC(λ )
k are theultraspherical(Gegenbauer) polynomials, with Cλ

k := 0, k< 0.
If fη is zonal with poleη , then we can move the pole offη to beξ by applying

anyg∈O(d) with ξ = gη . We use the notationfξ to denote the corresponding (well
defined) zonal functionfξ := g fη := fη ◦g−1, g∈O(d), ξ = gη . In particular,

Z(k)
gξ = gZ(k)

ξ := Z(k)
ξ ◦g−1, ∀g∈O(d). (16.12)

The zonal functionZ(k)
ξ is peakedat ξ (see Exer. 16.13), i.e.,

‖Z(k)
ξ ‖

2
S = 〈Z

(k)
ξ ,Z(k)

ξ 〉S = Z(k)
ξ (ξ ) = dim(Hk), (16.13)

|Z(k)
ξ (η)| ≤ dim(Hk), ∀η ∈ S. (16.14)

Example 16.8.(Homogeneous linear polynomials). Fork = 1, Hk is the space of
homogeneous linear polynomials ind real variables, and (16.11) gives

Z(1)
ξ (x) = d〈x,ξ 〉,

and (16.10) becomes

f =
∫

S
〈 f ,Z(1)

ξ 〉SZ(1)
ξ dσ =

d
area(S)

∫

S
f (ξ )〈·,ξ 〉dξ , ∀ f ∈H1.

Let f be homogeneous linear polynomial〈·,x〉, to obtain

〈·,x〉= d
area(S)

∫

S
〈x,ξ 〉〈·,ξ 〉dξ = 〈·, d

area(S)

∫

S
〈x,ξ 〉ξ dξ 〉,

and we deduce the following generalisation of (16.2) toRd.

Proposition 16.4.The vectors(ξ )ξ∈S of the unit sphere are a continuous tight frame
for Rd, i.e.,

x=
d

area(S)

∫

S
〈x,ξ 〉ξ dξ , ∀x∈ Rd. (16.15)

By linearity, the expansion (16.15) also holds forx∈ Cd, and an analogue exists
for S replaced by the complex unit sphereSC (see Exer. 16.12).
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16.5 Homogeneous polynomials

Let Π ◦n (Rd) be the space of homogeneous polynomials onRd of degreen, with the
inner product〈 f ,g〉S defined by (16.6). We will find the reproducing kernel tight
frame for this space. Every homogeneous polynomialp ∈ Π ◦n (Rd) can be written
uniquely

p(x) = ∑
0≤ j≤ n

2

‖x‖2 j pn−2 j(x) =
[ n
2 ]

∑
j=0
‖x‖2 j pn−2 j(x), (16.16)

wherepn−2 j ∈Hn−2 j(R
d). This and the density of the polynomials inL2(S) gives

the orthogonal decomposition of (16.8). Since the restriction map

Π ◦n (Rd)→ L2(S) : f 7→ f |S

is injective (see Example 16.3), from (16.16) we obtain the natural identification

Π ◦n (Rd)≈Π ◦n (S) =
⊕

0≤ j≤ n
2

Hn−2 j(S). (16.17)

We say that a space isrotationally invariant if it is SO(d)–invariant. The desired
tight frame for the rotationally invariant subspaceΠ ◦k (R

d) of L2(S) is special case
of the following general result.

Theorem 16.1.LetH be a rotationally invariant subspace of L2(S). Then

H =
⊕

j∈J

H j , (16.18)

for some subset J ofN, and we have the generalised tight frame expansion

f = ∑
j∈J

∫

S
〈 f ,Z( j)

ξ 〉SZ( j)
ξ dξ =

∫

S
∑
j∈J
〈 f ,Z( j)

ξ 〉SZ( j)
ξ dξ , ∀ f ∈H . (16.19)

Moreover, forH finite-dimensional, i.e., J finite, let

Zξ = ZJ
ξ := ∑

j∈J
Z( j)

ξ ∈H . (16.20)

Then(Zξ )ξ∈S is the reproducing kernel tight frame forH , i.e.,

f =
∫

S
f (ξ )Zξ dξ =

∫

S
〈 f ,Zξ 〉SZξ dξ , ∀ f ∈H . (16.21)

Proof. The action ofSO(d) on H j is absolutely irreducible, and so the orthogonal
projection ofH ontoH j is either 0 orH j , and (16.18) holds (see Exer. 16.7).

Recall (see Example 16.7) that(Z( j)
ξ )ξ∈S is a continuous tight frame forHk, i.e.,
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∫

S
|〈 f ,Z( j)

ξ 〉|
2dσ(ξ ) = ‖ f‖2, ∀ f ∈H j .

Let f ∈H , andPj be the orthogonal projection ontoH j . Then

〈 f ,Z( j)
ξ 〉S = 〈 f ,PjZ

( j)
ξ 〉S = 〈Pj f ,Z( j)

ξ 〉S,

so that

∑
j∈J

∫

S
|〈 f ,Z( j)

ξ 〉|
2dξ = ∑

j∈J

∫

S
|〈Pj f ,Z( j)

ξ 〉|
2dξ = ∑

j∈J
‖Pj f‖2 = ‖ f‖2.

By Fubini, we can exchange the sum and integral above, and so we have (16.19).

Now suppose thatJ is finite. Since〈 f ,Z( j)
ξ 〉= 〈 f ,Zξ 〉, from (16.19) we obtain

f =
∫

S
∑
j∈J
〈 f ,Z( j)

ξ 〉SZ( j)
ξ dσ(ξ ) =

∫

S
∑
j∈J
〈 f ,Zξ 〉SZ( j)

ξ dσ(ξ ) =
∫

S
〈 f ,Zξ 〉SZξ dσ(ξ ),

which is (16.21). By Exer. 16.6 the reproducing kernel forH is the sum of the
reproducing kernels forH j , j ∈ J, and so we recognise(Zξ )ξ∈S as the reproducing
kernel tight frame forH . ⊓⊔

This generalises Example 16.7, which is the special caseJ = {k}, H = Hk. In
addition to (16.11), thesolidzonal harmonics are given by the formulas

Z(k)
ξ (x) = ‖x‖kZ(k)

ξ

( x
‖x‖
)

= (d+2k−2)
[k/2]

∑
j=0

(−1) j d(d+2) · · ·(d+2k−2 j−4)
2 j j!(k−2 j)!

〈x,ξ 〉k−2 j‖x‖2 j

=
2k+d−2

d−2
‖x‖kC( d−2

2 )

k

( 〈x,ξ 〉
‖x‖

)

(Funk–Hecke formula). (16.22)

We now considerΠ ◦n (Rd), i.e., the caseJ = {n−2 j : 0≤ j ≤ n
2}.

Corollary 16.1. (Homogeneous polynomials) The reproducing kernel tight frame
expansion forΠ ◦n (Rd) is given by

f =
∫

S
〈 f ,Zξ 〉SZξ dσ(ξ ), ∀ f ∈Π ◦n (Rd), (16.23)

where

Zξ (x) := ∑
0≤ j≤ n

2

‖x‖2 jZ(n−2 j)
ξ (x) = ‖x‖nC( d

2 )
n

( 〈x,ξ 〉
‖x‖

)

, x∈ Rd. (16.24)

Proof. The reproducing kernel tight frame(pξ )ξ∈S for
⊕

0≤ j≤ n
2

Hn−2 j(S) is given by
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pξ = ∑
0≤ j≤ n

2

Z(n−2 j)
ξ |S.

A polynomial in the form (16.16) is mapped by the identification as follows

Π ◦n (Rd)→
⊕

0≤ j≤ n
2

Hn−2 j(S) : p= ∑
0≤ j≤ n

2

‖ · ‖2 j pn−2 j 7→ ∑
0≤ j≤ n

2

pn−2 j |S.

The inverse ofpξ under this identification map isZξ , which establishes (16.23). The
second formula in (16.24) follows from (16.11), which givesthe telescoping sum

Zξ (x) = ∑
0≤ j≤ n

2

‖x‖2 j
{

‖x‖n−2 jC
( d

2 )
n−2 j

( 〈x,ξ 〉
‖x‖

)

−‖x‖n−2 jC
( d

2 )
n−2 j−2

( 〈x,ξ 〉
‖x‖

)}

,

which simplifies to (16.24), sinceC(λ )
k := 0, k< 0. ⊓⊔

Example 16.9.(Spherical polynomials) In view of (16.16), the space polynomials
of degreen on the sphere is given by the choiceJ = {0,1, . . . ,n}, i.e.,

Πn(S) = H0⊕H1⊕·· ·⊕Hn = Π ◦n (S)⊕Π ◦n−1(S).

From (16.24), we obtain

Zξ (x) =C
( d

2 )
n (〈x,ξ 〉)+C

( d
2 )

n−1(〈x,ξ 〉), x∈ S.

Example 16.10.(Polynomial wavelets) ForJ = {n+1,n+2, . . . ,n+s}, we have

H = Πn+s(S)⊖Πn(S) = Hn+1⊕Hn+2⊕·· ·⊕Hn+s,

and from (16.11) and (16.22) we obtain

Zξ (x) =C
( d

2 )
n+s(〈x,ξ 〉)+C

( d
2 )

n+s−1(〈x,ξ 〉)−C
( d

2 )
n (〈x,ξ 〉)−C

( d
2 )

n−1(〈x,ξ 〉)

=
n+s

∑
k=n+1

2k+d−2
d−2

C
( d−2

2 )

k (〈x,ξ 〉).

This zonal functionZξ is localised in space nearξ . The coefficients in the second
formula can be modified to obtain a zonalpolynomial waveletfor Πn+s(S)⊖Πn(S)
which has good space–frequency localisation [Fer07].

Example 16.11.(Poisson kernel) It is natural to takeJ = N to obtain a reproducing
kernel forH = L2(S). In this case, the series forZξ does not converge inL2(S).
Nevertheless, it sums to give thePoisson kernel(see Exer. 16.8)

P(x,ξ ) =
∞

∑
j=0

Z( j)
ξ (x) =

1−‖x‖2
‖x−ξ‖d .
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16.6 Orthogonal polynomials for a radially symmetric weight

Here we consider the multivariate orthogonal polynomialsPn (see§10.10) for a
radially symmetric measureµ onRd, i.e., one for which the symmetry group of the
measure isO(d), and soPn is O(d)–invariant.

For simplicity, we supposeµ is Lebesgue integration with a nonnegative radial
weight functionw : [0,R)→ R on the ballBR := {x ∈ Rd : ‖x‖ < R}, 0< R≤ ∞,
(which defines an inner product onΠn), i.e.,

〈 f ,g〉= 〈 f ,g〉w :=
∫

BR

f (x)g(x)w(‖x‖)dx. (16.25)

By using the characterisation ofG–frames (Theorem 10.9) extended to the infinite
compact groupG= SO(d), we find a single polynomialp∈Pn of unit norm, for
which (gp)g∈G is a continuous tight frame forPn, i.e.,

f = dim(Pn)
∫

g∈SO(d)
〈 f ,gp〉gp dνd(g), ∀ f ∈Pn, (16.26)

whereνd is the normalised Haar measureon SO(d). By choosingp = pξ to be
zonal, we obtain

f = dim(Pn)

∫

S
〈 f , pξ 〉pξ dσ(ξ ), ∀ f ∈Pn,

with one choice forpξ giving the reproducing kernel tight frame. Both of these
expansions can be discretised to obtain finite tight frames.

16.6.1 TheO(d)–invariant subspaces ofPn

To find ap∈Pn giving (16.26), we need theSO(d)–invariant subspacesVj of Pn,
i.e., theO(d)–invariant subspaces (we use the subgroupSO(d) for convenience).

We will repeatedly use the fact that if a functionf defined onBR can be factored
into aradial andangularpart

f (x) = R(‖x‖)Θ
( x
‖x‖
)
,

then (by Fubini’s theorem) it can be integrated

∫

BR

f (x)dx=
∫

S

∫ R

0
R(r)Θ(ξ ) rd−1drdξ =

(∫ R

0
R(r) rd−1dr

)(∫

S
Θ(ξ )dξ

)

.

In particular, forj 6= k, polynomials inH j andHk multiplied by radial polynomials
are orthogonal with respect to the inner product (16.25) forPn. This leads to the
decomposition ofPn into itsO(d)–invariant subspaces.
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Lemma 16.1.For 0≤ j ≤ n
2, let Pj = P(n)

j be an orthogonal polynomial of degree j

for the univariate weight on[0,R2) given by

t 7→ tn−2 j+ d−2
2 w(
√

t). (16.27)

ThenPn is the orthogonal direct sum of the absolutely irreducibleO(d)–invariant
subspaces

Pn =
⊕

0≤ j≤ n
2

V(n)
j , V(n)

j := P(n)
j (‖ · ‖2)Hn−2 j , (16.28)

where the inner product on Vj =V(n)
j is given by

〈h1Pj(‖ · ‖2),h2Pj(‖ · ‖2)〉= area(S)〈h1,h2〉S‖Pj‖2w,n−2 j , ∀h1,h2 ∈Hn−2 j ,
(16.29)

where

‖p‖2w,k :=
1
2

∫ R2

0
|p(t)|2 tk+ d−2

2 w(
√

t)dt. (16.30)

Proof. We have already observed that theVj = V(n)
j are orthogonal to each other.

SinceHn−2 j is an absolutely irreducibleO(d)–invariant subspace, it follows thatVj

is also. Moreover, by (16.17), we have

∑
0≤ j≤ n

2

dim(Vj) = ∑
0≤ j≤ n

2

dim(Hn−2 j) = dim(Π ◦n (Rd) = dim(Pn).

Hence to prove (16.28), it suffices to show thatVj ⊂Pn, which we now do.
Let hα ∈Hα , hβ ∈Hβ andp andq be polynomials, then

〈hα p(‖ · ‖2),hβ q(‖ · ‖2)〉

=
∫

BR

‖x‖αhα

( x
‖x‖
)

p(‖x‖2)‖x‖β hβ

( x
‖x‖
)

q(‖x‖2)w(‖x‖)dx

=
(∫ R

0
p(r2)q(r2)rα+β+d−2w(r) r dr

)(∫

S
hα(ξ )hβ (ξ )dξ

)

= area(S)
(∫ R2

0
p(t)q(t)t

α+β
2 + d−2

2 w(
√

t)
dt
2

)

〈hα ,hβ 〉S. (16.31)

Let hn−2 j ∈Hn−2 j andp j be a univariate polynomial of degreej. In view of (16.16),
the polynomialp j(‖ · ‖2)hn−2 j is in Pn if and only if

〈p j(‖ · ‖2)hn−2 j ,‖ · ‖2ℓhk−2ℓ〉= 0, hk−2ℓ ∈Hk−2ℓ, 0≤ k< n, 0≤ ℓ≤ k
2
.

By (16.31) and orthogonality of spherical harmonics of different degrees, this holds
except for whenn−2 j = k−2ℓ, in which caseℓ= j− 1

2(n−k)< j, and we require
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∫ R2

0
p j(t)t

ℓtn−2 j+ d−2
2 w(
√

t)dt = 0,

which is satisfied by the choicep j = Pj .
The formulas (16.29) and (16.30) are special case of (16.31). ⊓⊔

Example 16.12.(Gegenbauer polynomials). The orthogonal polynomials on the unit
ball B1 corresponding to the weight

w(r) := (1− r2)α r2β , α >−1, β >−d
2
, (16.32)

are thegeneralised Gegenbauer polynomials, Gegenbauer polynomials(when
β = 0), andLegendre polynomials(whenα = β = 0). For this weight

tn−2 j+ d−2
2 w(
√

t) = tn−2 j+ d−2
2 (1− t)α tβ = (1− t)α tn−2 j+ d−2

2 +β ,

so that

Pj = P
(α ,n−2 j+ d−2

2 +β )
j (2(·)−1),

‖Pj‖2w,n−2 j =
1
2

Γ ( j +α +1)Γ (n− j + d
2 +β )

(α +n+ d
2 +β ) j!Γ (α +n− j + d

2 +β )
, (16.33)

whereP(α ,β )
j are the univariate Jacobi polynomials given by (15.12).

Example 16.13.(Hermite polynomials). The orthogonal polynomials onRd = B∞
corresponding to the weight

w(r) = r2β e−r2
, β ≥ 0, (16.34)

are calledgeneralised Hermite polynomials, andHermite polynomials (β = 0).
For these, we can take

Pj = L
(n−2 j+ d−2

2 +β )
j , ‖Pj‖2w,n−2 j =

1
2

Γ (n− j + d
2 +β )

j!
, (16.35)

whereL(α)
n are thegeneralised Laguerre polynomialsgiven by

L(α)
n (x) :=

1
n!

x−αex dn

dxn (x
n+αe−x),

∫ ∞

0
(L(α)

n (x))2xαe−x dx=
Γ (α +n+1)

n!
.

Example 16.14.In view of (16.28), an orthonormal basis forV(n)
j (and hencePn)

can be obtained from an orthonormal basis(Yβ ) = (Sn−2 j,β ) for Hn−2 j (see [DX01]
for details). This basis is notO(d)–invariant (none can be).

We now find a continuous tight frame forPn which isO(d)–invariant.
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16.6.2 Continuous tight frames forPn

We now give a continuous tight frame(pξ )ξ∈S for the orthogonal polynomialsPn,
which isO(d)–invariant. This is obtained by considering all group frames (gp)g∈G

for Pn, whereG is the continuous groupG= SO(d).
We assume the decomposition ofPn =

⊕
Vj given by Lemma 16.1, and suppose

thatPj is normalised so that its leading term has a positive coefficient. Letν = νd

be the normalised Haar measure onSO(d).

Theorem 16.2.Let p∈Pn be any unit norm polynomial of the form

p= ∑
0≤ j≤ n

2

√

dim(Hn−2 j)

dim(Pn)
p j , p j ∈V(n)

j , ‖p j‖= 1. (16.36)

Then{gp}g∈SO(d) is an equal–norm continuous tight frame forPn, i.e.,

f = dim(Pn)
∫

SO(d)
〈 f ,gp〉gpdν(g), ∀ f ∈Pn, (16.37)

and these are all such p∈Pn. Moreover, p can be chosen to be zonal, in which case

f = dim(Pn)
∫

S
〈 f , pξ 〉pξ dσ(ξ ), ∀ f ∈Pn. (16.38)

There are a finite number of such p= pξ with a given poleξ . Of these, we call

pξ :=
1

√

dim(Pn)
∑

0≤ j≤ n
2

Z(n−2 j)
ξ

√

area(S)

Pj(‖ · ‖2)
‖Pj‖w,n−2 j

. (16.39)

the canonical choice of p (the leading term of Pj has a positive coefficient).

Proof. Let G = SO(d). We observe that Theorem 10.9 extends to thisG (or any
infinite compact group), with the finite sum1

|G| ∑g∈G replaced by integration with
respect to the normalised Haar measure onG.

The action ofG onPn is unitary, and is absolutely irreducible on the subspaces

Vj =V(n)
j . Moreover, none of theVj areCG–isomorphic to each other (see [FH87]).

This is easily seen ford≥ 3 where (16.5) implies theVj have different dimensions,
and ford = 2 from following the explicit description ofVj

Vj = span{(x,y) 7→ℜ((a+ ib)(x+ iy)n−2 j)Pj(x
2+y2) : a,b∈ R}.

Hence, by Theorem 10.9, the choice (16.36) gives (16.37). Here we write dim(Vj) as
dim(Hn−2 j), and normalisep so that it is a unit vector. A simple calculation shows
thatp is zonal with a pole atξ if and only if eachp j is. The space of zonal functions

in Hn−2 j with poleξ is one dimensional, and spanned byZ(n−2 j)
ξ . Thus, by (16.29)
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and (16.13)

p j =±
Z(n−2 j)

ξ Pj(‖ · ‖2)

‖Z(n−2 j)
ξ Pj(‖ · ‖2)‖

=±
Z(n−2 j)

ξ Pj(‖ · ‖2)
√

area(S)
√

dim(Hn−2 j)‖Pj‖w
,

where the ‘+’ choice gives the canonical choice ofpξ (which is most peaked atξ ).
Finally, supposep is zonal, so thatpξ is zonal with poleξ ∈ S. Let Gξ be the

subgroup ofG= SO(d) which fixes the pointξ , i.e.,

Gξ := {g∈ SO(d) : gξ = ξ} ∼= SO(d−1).

Then (see [SD80] for details) the integral of (16.37) can be computed
∫

SO(d)
〈 f ,gp〉gpdνd(g) =

∫

S

∫

SO(d−1)
〈 f ,gp〉gpdνd−1(g)dσ(ξ )

=
∫

S

∫

Gξ
〈 f , pξ 〉pξ dνd−1(g)dσ(ξ ) =

∫

S
〈 f , pξ 〉pξ dσ(ξ ),

which gives (16.38). ⊓⊔
The first few zonal harmonics onRd are given by

Z(0)
ξ = 1, Z(1)

ξ = d〈x,ξ 〉, Z(2)
ξ =

d+2
2

(

d〈x,ξ 〉2−‖x‖2
)

,

Z(3)
ξ =

d(d+4)
6

〈x,ξ 〉
(

(d+2)〈x,ξ 〉2−3‖x‖2
)

,

Z(4)
ξ =

d(d+6)
24

(

(d2+6d+8)〈x,ξ 〉4− (6d+12)〈x,ξ 〉2‖x‖2+3‖x‖4
)

.

(16.40)

Example 16.15.Let P4 be the quartic Legendre polynomials on the unit disc. Then
by (16.33) and (16.40), the summands of the canonical choicepξ are

p0(x) =
1√
π

(

16〈x,ξ 〉4−16‖x‖2〈x,ξ 〉2+2‖x‖4
)

,

p1(x) =
1√
π

(

4〈x,ξ 〉2−2‖x‖2
)(

4‖x‖2−3
)

,

p2(x) =
1√
π

(

6‖x‖4−6‖x‖2+1
)

,

and so the canonical choice is a ridge polynomial

pξ (x) = p0(x)+ p1(x)+ p2(x) =
1√
π

(

16〈x,ξ 〉4−12〈x,ξ 〉2+1
)

.

The choiceqξ := p0+ p1− p2 is is not a ridge polynomial (see Fig. 16.1).
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Fig. 16.1: Contour plots of the quartic Legendre polynomialspξ andqξ from Example 16.15 for
ξ = (1,0). Clearly the canonical choicepξ is a ridge function.

For the Legendre polynomials (constant weight) the canonical choice forpξ is
always a ridge polynomial. This is not the case for the Gegenbauer polynomials for
a nonconstant weight (see [Wal09]). The corresponding continuous tight frame of
ridge polynomials for the Legendre polynomials was used by Petrushev [Pet99] to
study approximation by ridge functions and neural networkson the unit ball.

Corollary 16.2. (Legendre polynomials). For the constant weight1 on the unit ball,
the canonical choice for p in Theorem 16.2 is the ridge polynomial given by

pξ (x) =

√
2n+d

√

area(S)
√

dim(Pn)
C
( d

2 )
n (〈x,ξ 〉). (16.41)

Example 16.16.For the Legendre polynomials on the disc inR2, (16.41) gives

pξ (x) =

√
2n+2√

2π
√

n+1
C(1)

n (〈x,ξ 〉) = 1√
π

Un(〈x,ξ 〉), (16.42)

whereUn are theChebyshev polynomials of the second kind(see Example 16.15).
In this case, both (16.37) and (16.38) reduce to

f =
n+1
2π

∫ 2π

0
〈 f ,Rθ p〉Rθ pdθ , ∀ f ∈Pn, (16.43)

whereRθ is rotation byθ andp= pξ (for anyξ ).
For the Legendre polynomials on the unit ball inR3, (16.41) gives

pξ (x) =

√
2n+3

√
4π
√
(n+2

2

)
C
( 3

2 )
n (〈x,ξ 〉).

In this case, the integral in (16.37) is over the manifoldSO(3) of dimension 3, and
the integral in (16.38) is overS which has dimension 2.
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16.6.3 The reproducing kernel forPn

We now consider the reproducing kernel tight frame forPn (and associated spaces).

Lemma 16.2.Let p 6= 0 be a univariate polynomial. Then the reproducing kernel
for the absolutely irreducible SO(d)–invariant subspace p(‖ · ‖2)Hk of L2(µ) is

K(x,y) =
p(‖x‖2)p(‖y‖2)
area(S)‖p‖2w,k

Z(k)(x,y),

where‖p‖w.k is given by (16.30) and Z(k) is the polynomial given by

Z(k)(x,y) := ‖x‖k‖y‖kZ(k)
x
‖x‖

( y
‖y‖
)

= ‖x‖k‖y‖kZ(k)
y
‖y‖

( x
‖x‖
)

. (16.44)

Proof. Let Ky(x) := K(x,y), so that

Ky =
p(‖ · ‖2)p(‖y‖2)
area(S)‖p‖2w,k

‖y‖kZ(k)
y
‖y‖

, y 6= 0.

Then, for f ∈Hk, using (16.31) and (16.9), we calculate

〈p(‖ · ‖2) f ,Ky〉=
p(‖y‖2)

area(S)‖p‖2w,k
‖y‖k〈p(‖ · ‖2) f , p(‖ · ‖2)Z(k)

y
‖y‖
〉

= p(‖y‖2)‖y‖k〈 f ,Z(k)
y
‖y‖
〉S

= p(‖y‖2)‖y‖k f
( y
‖y‖
)

= p(‖y‖)2 f (y),

so thatK(x,y) is the reproducing kernel forp(‖ · ‖2)Hk. ⊓⊔
An explicit formula forZ(k)(x,y) is given by (16.22), i.e.,

Z(k)(x,y)= (d+2k−2) ∑
0≤ j≤ k

2

(−1) j d(d+2) · · ·(d+2k−2 j−4)
2 j j!(k−2 j)!

〈x,y〉k−2 j‖x‖2 j‖y‖2 j .

Example 16.17.The reproducing kernel for the subspaceV(n)
j = P(n)

j (‖ · ‖2)Hn−2 j

of Pn given in Lemma 16.1 is

K(n)
j (x,y) =

P(n)
j (‖x‖2)P(n)

j (‖y‖2)
area(S)‖P(n)

j ‖2w,n−2 j

Z(n−2 j)(x,y),

whereZ(k) is the polynomial given by (16.44).

We now give twoSO(d)–invariant formulas for the reproducing kernel forPn,
which follow from Theorem 16.2.
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Theorem 16.3.The reproducing kernel forPn is given by the formulas

Kn(x,y) = dim(Pn)
∫

S
pξ (x)pξ (y)dσ(ξ )

= ∑
0≤ j≤ n

2

P(n)
j (‖x‖2)P(n)

j (‖y‖2)
area(S)‖P(n)

j ‖2w,n−2 j

Z(n−2 j)(x,y), (16.45)

where pξ is the canonical choice and Z(k) is the polynomial given by (16.44).

Proof. Expanding (16.38) gives

f (y) = dim(Pn)

∫

S

(∫

BR

f (x)pξ (x)dµ(x)
)

pξ (y)dσ(ξ )

=
∫

BR

f (x)
(

dim(Pn)
∫

S
pξ (x)pξ (y)dσ(ξ )

)

dµ(x),

so that the reproducing kernel forPn is given by the first formula.
SincePn is the orthogonal direct sum (16.28), i.e.,

Pn =
⊕

0≤ j≤ n
2

V(n)
j ,

its reproducing kernel is the sum of the reproducing kernelsfor theV(n)
j given in

Example 16.17 (see Exer. 16.6), which gives the second formula. ⊓⊔
The reproducing kernel for a finite dimensional rotationally invariant subspace

of L2(µ) can be calculated by using the above techniques. This is a little more
involved than forL2(S) (see Theorem 16.1), since the homogeneous components
of theCSO(d)–moduleL2(µ) contain more than a single copy of each irreducible.
Indeed, the homogeneous components, as defined by (10.14), are

∞

∑
j=0
‖ · ‖2 j

Hk, k= 0,1, . . . .

Example 16.18.Since the polynomials of degreek are the orthogonal direct sum

Πk(R
d) = P0⊕P1⊕·· ·⊕Pk =

k⊕

n=0

⊕

0≤ j≤ n
2

V(n)
j , (16.46)

the reproducing kernel ofΠk(R
d)⊂ L2(µ) is

K(x,y) =
k

∑
n=0

∑
0≤ j≤ n

2

P(n)
j (‖x‖2)P(n)

j (‖y‖2)
area(S)‖P(n)

j ‖2w,n−2 j

Z(n−2 j)(x,y). (16.47)

We now consider the reproducing kernel for the homogeneous polynomials.
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Example 16.19.By (16.16) and (16.31), the homogeneous polynomials of degreen
are the orthogonal direct sum

Π ◦n (Rd) =
⊕

0≤ j≤ n
2

‖ · ‖2 j
Hn−2 j .

Hence, by Lemma 16.2, the reproducing kernel ofΠ ◦n (Rd) is

K(x,y) = ∑
0≤ j≤ n

2

‖x‖2 j‖y‖2 j

area(S)‖(·) j‖w,n−2 j
Z(n−2 j)(x,y).

16.6.4 Finite tight frames forPn

We now outline how the continuous tight frame expansions forPn of §16.6.2 can
be discretised (sampled) to obtain a finite tight frame expansion.

For a fixedx∈ Rd and f ∈Pn, (16.38) gives

f (x) = dim(Pn)
∫

S
〈 f , pξ 〉pξ (x)dξ . (16.48)

The above integral of the polynomialξ 7→ 〈 f , pξ 〉pξ (x) of degree 2n can be replaced
by a quadrature rule (spherical design) to obtain a discreteform of (16.38).

Definition 16.5.A finite subsetΘ of S together with weightscξ ∈R, ξ ∈Θ is called
aquadrature (or cubature) rule of degreek for the sphere if

∫

S
f dσ(ξ ) = ∑

ξ∈Θ
cξ f (ξ ), ∀ f ∈Πk(R

d).

An equal weight quadrature rule, i.e., one withcξ = 1/|Θ |, ∀ξ ∈Θ is known as
a spherical k–design(see§6.4). There is an extensive literature on quadrature rules
for the sphere (see [Str71], [CR93], [Coo99]).

Theorem 16.4.(Finite tight frame). LetΘ ⊂ S be a cubature rule of degree2n for
the sphereS with weights(cξ )ξ∈Θ , and pξ be the canonical choice (16.39). Then

f = dim(Pn) ∑
ξ∈Θ

cξ 〈 f , pξ 〉pξ , ∀ f ∈Pn. (16.49)

Proof. Apply the quadrature rule of degree 2n to (16.48) to obtain

f (x) =
dim(Pn)

area(S)

∫

S
〈 f , pξ 〉pξ (x)dξ = dim(Pn) ∑

ξ∈Θ
cξ 〈 f , pξ 〉pξ (x),

which is (16.49). ⊓⊔



460 16 Continuous tight frames for finite dimensional spaces

Example 16.20.For equal weight quadrature rules, i.e., spherical designs, (16.49)
reduces to

f =
dim(Pn)

|Θ | ∑
ξ∈Θ
〈 f , pξ 〉pξ , ∀ f ∈Pn. (16.50)

We now consider the bivariate polynomials, i.e.,d = 2. Here

SO(2) = {Rθ : 0≤ θ < 2π}, Rθ :=

(

cosθ −sinθ
sinθ cosθ

)

,

whereRθ is rotation throughθ .

Example 16.21.(The circle) LetΘk be any set ofk equally spaced points on the unit
circleS (d= 2). These give an equal weight quadrature rule of degreek−1 forS (see
Exer. 6.10). Hence (16.50) holds forΘ =Θk, k≥ 2n+1. This also extends to when
k≥ n+1 andk is odd by by writingΘ2k =Θk∪RπΘk, and usingRπ pξ = (−1)npξ .

Example 16.22.(Logan–Shepp) Takingk = 2(n+ 1) in Example 16.21 gives two
copies (up to a scalar±1) of the orthonormal basis(R jπ

n+1
p0)

n
j=0 for Pn.

In particular, for the Legendre polynomials on the unit disc(constant weight),
the continuous tight frame expansion (16.43) can be discretised to the orthogonal
expansion

f =
n+1
2π

∫ 2π

0
〈 f ,R jπ

n+1
p〉R jπ

n+1
p, ∀ f ∈Pn, p(x,y) :=

1√
π

Un(x),

of Logan and Shepp [LS75].

In a similar vein, one can obtain discrete versions of (16.37).

Definition 16.6.A finite subgroupG of SO(d) generatesa sphericalt–design if the
setΘ = {gη}g∈G is a sphericalt–design for some (and hence every)η ∈ S.

Such groups are said to bet–homogeneous(see [Ban84], [dlHP04]).

Corollary 16.3. Let G be a finite subgroup ofSO(d) which generates a spherical
2n–design, and p= pξ the canonical choice (16.39). Then

f =
dim(Pn)

|G| ∑
g∈G

〈 f ,gp〉gp, , ∀ f ∈Pn. (16.51)

Proof. Let Θ = {gξ}g∈G in (16.50), and usegpξ = pgξ . ⊓⊔

Example 16.23.(The circle) Similarly to Example 16.21, (16.51) holds for

G= 〈R2π
k
〉 ⊂ SO(2),

the cyclic group of rotations through multiples of 2π/k (of orderk), wherek≥ n+1
andk is odd, ork≥ 2n+1 andk is even.
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16.7 Functions on the complex sphere

We now outline how the orthogonal decomposition (16.8) ofL2(S) into spherical
harmonics can be extended to complex valued functions on thecomplex sphere

SC = S̃ := {x∈ Cd : ‖x‖= 1}.

For more detail see [Rud80]. The inner product (16.6) is replaced by

〈 f ,g〉SC :=
∫

SC

f gdσ , (16.52)

whereσ is normalised surface-area measure on the sphere inR2d. From (16.8), we
have the orthogonal decomposition into absolutely irreducible O(2d)–subspaces

L2(SC) =
∞⊕

k=0

Hk(SC), (16.53)

whereHk(SC) =Hk(C
d) is the complex vector space of allharmonic(as functions

on R2d) homogeneous (with respect to real scalars) polynomials ofdegreek on
R2d (which is identified withCd). The monomialsz 7→ zαzβ , |α|+ |β | = k, are an
orthogonal basis forHk(SC) = Hk(C

d), and a calculation shows

∫

S
|zα |2dσ(z) =

(d−1)!α!
(d−1+ |α|)! . (16.54)

Let U = U (d) be the group of all unitary operators onCd, which is a compact
subgroup ofO(2d). TheU –invariant subspacesHk(SC), k 6= 0, are not irreducible.
Let H(p,q) be the subspace ofHk(SC), k= p+q, consisting of all polynomials on
Cd that havebidegree(p,q), i.e.,

H(p,q) := span{z 7→ zαzβ : |α|= p, |β |= q}.

This is the spaceΠ ◦p,q(Cd) considered in Exer. 6.17. ThenHk(SC) is the orthogonal
direct sum

Hk(SC) =
⊕

p+q=k

H(p,q),

of absolutely irreducibleU –invariant subspaces, so that

L2(SC) =
∞⊕

k=0

Hk(SC) =
∞⊕

k=0

⊕

p+q=k

H(p,q), (16.55)

where none of theH(p,q) in this orthogonal direct sum areCU –isomorphic.
We now consider the reproducing kernel tight frames for variousU –invariant

subspaces ofL2(SC). Here we writezαzβ for the monomialz 7→ zαzβ .
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Lemma 16.3.The reproducing kernel for the irreducibleU –invariant subspace
H(p,q) of L2(SC) is

Kpq(z,w) =
(d−1+ p+q)!

(d−1)! ∑
|α |=p

∑
|β |=q

zαzβ wαwβ

(α +β )!
. (16.56)

Proof. We first observe that by (16.54)

〈zαzβ ,zαzβ 〉SC =
∫

SC

zαzβ zαzβ dσ(z) =
∫

SC

|zα+β |2dσ(z) =
(d−1)!(α +β )!
(d−1+ |α +β |)! .

Since(zαzβ )|α |=p,|β |=q is an orthogonal basis forH(p,q), Proposition 16.3 gives

Kpq(z,w) = ∑
|α |=p

∑
|β |=q

zαzβ wαwβ (d−1+ p+q)!
(d−1)!(α +β )!

,

which is (16.56). ⊓⊔

Example 16.24.(Holomorphic polynomials). The spaceH(p,0) is the holomorphic
homogeneous polynomials of degreep. Its reproducing kernel is

Kp0(z,w) =

(
d−1+ p

d−1

)

∑
|α |=p

zαwα
(

p
α

)

=

(
d−1+ p

d−1

)

〈z,w〉p. (16.57)

In view of (16.55), the reproducing kernel for the space of holomorphic polynomials
of degree≤ n is

K(z,w) =
n

∑
p=0

(
d−1+ p

d−1

)

〈z,w〉p.

Summing over allp gives theSzeg̈o kernelfor the holomorphic functions inL2(SC)

S(z,w) =
∞

∑
p=0

Kp0(z,w) =
∞

∑
p=0

(
d−1+ p

d−1

)

〈z,w〉p = 1
(1−〈z,w〉)d .

Example 16.25.(Spherical harmonics) The reproducing kernel forHk(SC)=Hk(C
d)

is given by

∑
p+q=k

Kpq(z,w) = ‖z‖kC(d)
k

( 〈z,w〉+ 〈w,z〉
2‖z‖

)

−‖z‖kC(d)
k−2

( 〈z,w〉+ 〈w,z〉
2‖z‖

)

.

Summing over allp andq gives the Poisson kernel forSC

P(z,w) =
1−‖z‖2
‖w−z‖2d , z∈ B, w∈ S.

The details of these examples are given in Exer. 16.10.
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16.8 G–frames for infinite groups

The previous constructions of tightG–frames for the continuous groupG= SO(d)
relied on the extension of Theorem 10.8 to infinite groupsG. Motivated by these,
we now briefly discuss such extensions in generality. We firstsuppose that:

• G is a locally compact (topological) group, andµ is the associated(left) Haar
measure, which is normalised so thatµ(G) = 1 whenG is compact.

• There is aunitary continuous representationof G on a Hilbert spaceH , i.e., a
unitary representationρ for which the map(g,v) 7→ gv := ρ(g)v is continuous.

It is natural the role played by (algebraically) irreducible subspaces is replaced by
topologically irreducible subspaces. A continuous representation ofG onV is said
to be topologically irreducible if V does not contain a proper closedG–invariant
subspace (forV finite dimensional there is no distinction between the two).

The closure of a topologically irreducible subspace is a topologically irreducible
subspace. For a continuous unitary action onH , the orthogonal complement of a
G–invariant subspace isG–invariant.

If G is compact, then all topologically irreducible unitary representations are
finite dimensional. This leads to an orthogonal decomposition ofH into finite
dimensional irreducibleG–invariant subspaces (Peter–Weyl theorem).

If G is not compact, e.g.,G= Z, then the situation is far more complicated:

• Irreducible representations may not exist, and they can be infinite dimensional.
• The frame operator for aG–orbit does not obviously converge.

Here is an example ofG noncompact (see Exer. 16.11 for details).

Example 16.26.Let G=Z act onH = ℓ2(Z) via thebilateral shift j·v=Sjv, where
Sek := ek+1. This gives a unitary continuous action. Elementary calculations show
that (Sjv) j∈J is a tight frame if and only if it is an orthogonal basis, and the only
v with finite support giving a tight frame are the standard basis vectorsv= ek (and
multiples of them). There exist vectors with infinite support giving tight frames, e.g.,

v= (. . . ,−1
5
,0,−1

3
,0,−1,0,1,0,

1
3
,0,

1
5
,0,

1
7
, . . .). (16.58)

The vectorsv for which (Sjv) j∈Z is a tight frame (orthogonal basis) can be better
understood by identifying them as the Fourier coefficients of a 2π–periodic function
f ∈ L2(T), wherev j = 〈 f (z),zj〉L2(T) (T= [0,2π] has the normalised Haar measure).
Here the shiftS corresponds to multiplication off (z) by z= eit . The condition
for v to give a tight frame is thatf have constant modulus. The examplesv = ek

correspond tof (z) = zk (the only trigonometric polynomials with modulus 1), and
thev of (16.58) to the functionf = 1 on[0,π] and f =−1 on[π,2π] (up to a scalar).
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We now consider the case whenG is compact, e.g.,G= SO(d). The Peter–Weyl
theorem ensures:

• A continuous action ofG (compact) onH can be taken to be unitary.
• For a continuous unitary action ofG onH , there is an orthogonal decomposition

of H into finite dimensional absolutely irreducible subspaces.

Theorem 16.5.Let G be a compact group with a continuous unitary action onH .
Then the orbit(gv)g∈G is a (generalised) tight frame forH if and only ifH is finite
dimensional, and the conditions of Theorem 10.8 hold, where(10.16) is replaced by

∫

G
〈v j ,gvj〉gvk dµ(g) = 0. (16.59)

Proof. We first suppose thatH is finite dimensional, and so can be written as an
orthogonal direct sumH =V1⊕·· ·⊕Vm of irreducibleG–invariant spaces. Since

∫

G
|〈 f ,gv〉|2dµ(g)≤

∫

G
‖ f‖2‖gv‖2 dµ(g) = µ(G)‖ f‖2‖v‖2,

the frame operator forΦ = (gv)g∈G is well defined (see Exer. 16.1) by

SΦ( f ) =
∫

G
〈 f ,gv〉gvdµ(g), ∀ f ∈H .

The argument of Theorem 10.8 then follows with∑g∈G replaced by integration with
respect to the Haar measure. In particular, we observe trace(SΦ) = µ(G)‖v‖2 and
Schur’s lemma (Lemma 10.4) also holds forG infinite (andVj finite dimensional).

We now suppose thatH is infinite dimensional. Since the orthogonal projection
of a tight frame onto a closed subspace is a tight frame (for the subspace), we can
assume without loss of generality that

H =V1⊕V2⊕V3⊕·· · ,

a countable direct sum of (finite dimensional) irreducibleG–invariant subspaces.
Suppose that(gv)g∈G is tight frame forH , and writev = v1 + v2 + · · · , v j ∈ Vj .
Then(gw)g∈G, w := v1+ · · ·+ vm, is a tight frame for the finite dimensional space
V1⊕·· ·⊕Vm, and so the conditions of Theorem 10.8 hold. In particular,

v j 6= 0, ∀ j,
‖v j‖2
‖vk‖2

=
dim(Vj)

dim(Vk)
.

This implies

‖w‖2 = ∑
j
‖v j‖2 =

‖v1‖2
dim(V1)

∞

∑
j=1

dim(Vj) = ∞,

which is not possible. Thus there can be a tightG–frame(gw)g∈G for H only when
H has finite dimension. ⊓⊔
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The considerations of§10.13 on when aG–frame exists extend, e.g.,

For G compact andH finite dimensional, there is a tightG–frame forH if
and only if each irreducibleCG–moduleW in H has multiplicity≤ dim(W).

This result is closely connected with the result of [GM71] (for G compact) on the
existence ofcyclic vectors, i.e.,v for which the closed span of(gv)g∈G is H . The
condition forV = H to have cyclic vectors is that it has countable dimension, and

mult(W,V)≤ dim(W), for every irreducbleCG–moduleW.

By considering the projectionvW of a cyclic vectorv ∈ V onto its homogeneous
componentsHV(W), it is easy enough to see that this is a necessary condition.
Conversely, by choosingvW so that(gvW)g∈G is a tight frame forHV(W), and
∑W ‖vW‖2 < ∞, one can construct a cyclic vectorv= ∑W vW.

For G a countable group,G–frames (for the counting measure) are studied up to
unitary equivalence in [HL00] (using Von Neumann algebras), and forG compact
they are studied in [Ive15] (using the Zak transform). Both approaches make use
of the the left regular representation ofG, which plays the same role as the group
algebraCG in the case whenG is finite–dimensional.

Example 16.27.Let G = SO(d) act on the space of polynomialsΠk(R
d), with a

radially symmetric measure. From the orthogonal direct sum(16.46), we have

Π2(R
d) = H0⊕H1⊕P(2)

1 (‖ · ‖2)H0⊕H2.

Since dim(H0) = 1 and the multiplicity of the irreducibleH0 in Π2(R
d) is two,

there is noG–frame for the quadratic polynomialsΠ2(R
d) (or Πk(R

d), k≥ 2). Since
Πk(R

d) is finite dimensional, it is possible to construct a reproducing kernel tight
frame (see Example 16.18).

Notes

Continuous tight frames were introduced and studied in detail in [AAG93]. A good
account of zonal harmonics is given in [ABR01]. The section on the orthogonal
polynomials for a radially symmetric weight was adapted from [Wal09]. I thank
Tom Ter Elst and Joey Iverson for many useful discussions about this chapter.
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Exercises

16.1.Let ( f j) j∈J be a generalised frame with respect toµ for a Hilbert spaceH
(possibly infinite dimensional).
(a) Show that

g 7→
∫

J
〈 f , f j〉〈g, f j〉dµ( j) =: 〈g,S f〉

defines a bounded linear functional onH , and denote its Riesz representer by

S f =
∫

J
〈 f , f j〉 f j dµ( j).

(b) Show this defines a linear mapS: H →H , with

A‖ f‖2≤ 〈S f, f 〉 ≤ B‖ f‖2, ∀ f ∈H .

(c) Show thatShas a bounded inverse, and

f =
∫

J
〈 f ,S−1 f j〉 f j dµ( j) =

∫

J
〈 f , f j〉S−1 f j dµ( j)

=
∫

J
〈 f ,S−1/2 f j〉S−1/2 f j dµ( j), ∀ f ∈H .

(d) Show that thesynthesisandanalysisoperators (see§2.4) can be generalised to

V : ℓ2(µ)→H : a 7→
∫

J
a j f j dµ( j),

V∗ : H → ℓ2(µ) : f 7→ (〈 f , f j〉) j∈J,

whereVa is defined as the Riesz representer of

f 7→
∫

J
〈 f ,a j f j〉dµ( j) =: 〈 f ,Va〉.

Remark:HereS=VV∗, and one can define the Gramian asV∗V : ℓ2(µ)→ ℓ2(µ).

16.2.Let ( f j) j∈J be a generalised frame with respect toµ for a d–dimensional
Hilbert spaceH . Show that the variational characterisation (Theorem 6.1)extends
in the obvious way (Proposition 16.2), i.e.,

∫

J

∫

J
|〈 f j , fk〉|2dµ( j)dµ(k)≥ 1

d

(∫

J
‖ f j‖2dµ( j)

)2
,

with equality if and only if( f j) j∈J is tight.

16.3.Thecanonical Gramianof a generalised frameΦ = ( f j) j∈J with respect toµ
is given by

PΦ =V∗S−1V : L2(µ)→ L2(µ),
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whereS=VV∗ is the frame operator andV is the synthesis operator ofΦ .
(a) Show thatPΦ is an orthogonal projection.
(b) Show that the “matrix”[PΦ ] := [〈 fk,S−1 f j〉] j,k∈J representsPΦ in the sense

PΦa= [PΦ ] ·µ a :=
(
∫

J
[PΦ ] jkak dµ(k)

)

j∈J =
(
∫

J
〈 fk,S−1 f j〉ak dµ(k)

)

j∈J.

(c) Let vk := (〈 fk,S−1 f j〉) j∈J be thek–th “column” of [PΦ ]. Show thatvk ∈ L2(µ),
and(v j) j∈J gives a copy of the canonical tight frame(S−1/2 f j) j∈J, i.e.,

〈vr ,vs〉L2(µ) = 〈 fr , fs〉, ∀r,s∈ J.

16.4.Suppose( f j) j∈J is a unit–norm generalised tight frame for ad–dimensional
spaceH , i.e.,‖ f j‖= 1,∀ j ∈ J. Show thatµ is finite, and

f =
d

µ(J)

∫

J
〈 f , f j〉 f j dµ( j), ∀ f ∈H .

16.5.Let H be a subspace ofFn, andP be the orthogonal projection ontoH .
(a) Show that the tight frame(K j)

n
j=1 corresponding to the reproducing kernel for

H is given byK j = Pej .
(b) Find this normalised tight frame explicitly for

H = {x∈ Fn : x1+ · · ·+xn = 0}.

16.6.Suppose thatH is a reproducing kernel Hilbert space.
(a) Show that any subspace ofH is again a reproducing kernel Hilbert space.
(b) SupposeH =

⊕

j H j , an orthogonal direct sum of subspaces. Show that the
reproducing kernel ofH is K = ∑ j K j , whereK j is the reproducing kernel ofH j .

16.7.Use the orthogonal decompositionL2(S) =
⊕

j H j of L2(S) into absolutely
irreducible rotationally invariant subspaces, to show that the rotationally invariant
subspaces ofL2(S) have the form

H =
⊕

j∈J

H j , for someJ⊂ N.

16.8.ThePoisson kernelfor the unit ballB= {x∈ Rd : ‖x‖< 1} is given by

P(x,ξ ) =
1−‖x‖2
‖x−ξ‖d =

1−‖x‖2

(1−2〈x,ξ 〉+‖x‖2) d
2

, x∈ B, ξ ∈ S.

It has the property that for everyu which is harmonic on the closed unit ball

u(x) =
∫

S
u(ξ )P(x,ξ )dξ .

From this, and (16.8), (16.9), (16.7), it follows that
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P(x,ξ ) =
∞

∑
k=0

Z(k)
ξ (x), x∈ B, ξ ∈ S,

where the series converges absolutely and locally uniformally. Use the generating
function for the Gegenbauer polynomials

1

(1−2yt+ t2)λ =
∞

∑
k=0

C(λ )
k (y)tk

to expand the Poisson kernel in terms of the zonal harmonics,to obtain the formula

Z(k)
ξ (x) = ‖x‖kC

d
2
k

( 〈x,ξ 〉
‖x‖

)

−‖x‖kC
d
2
k−2

( 〈x,ξ 〉
‖x‖

)

.

16.9.(Linear polynomials on the sphere). The spacesΠ1(S) andΠ1(R
d) of linear

polynomials on the sphere and onRd have dimensiond+1.
(a) Find the reproducing kernel tight frame(Zξ ) for these spaces, with the norms
‖ · ‖S and‖ · ‖w, respectively.
(b) Let ξ1, . . . ,ξ4 be four points on the sphere inR3. Show that the zonal functions
(Zξ j

)4
j=1 are a basis forΠ1(S) if and only if the points{ξ j} do not lie on a circle.

(c) Show that(Zξ j
)4

j=1 is an orthogonal basis forΠ1(S) if and only if the points{ξ j}
are the vertices of a regular tetrahedron.

16.10.TheU –invariant subspaces ofL2(SC) are given by the subsums of (16.55).
Thus the reproducing kernel of such a space is the sum of the reproducing kernels
of its summands (cf Theorem 16.1).
(a) Show that the reproducing kernel ofH(p,0) is zonal.
(b) Find the reproducing kernel for the holomorphic polynomials of degree≤ n.
(c) Show that the sum of the reproducing kernels of the homogeneous holomorphic
functions of all degrees (these are orthogonal) is the theSzeg̈o kernel

S(z,w) :=
1

(1−〈z,w〉)d , z∈ B, w∈ S.

It has the property that for everyf which is holomorphic on the closed unit ball

f (z) =
∫

SC

f (w)S(z,w)dσ(w).

(d) Expand the Poisson kernel

P(z,w) =
∞

∑
p=0

∞

∑
q=0

Kpq(z,w) =
1−‖z‖2
‖w−z‖2d ,

to find a formula for the reproducing kernel forHk(SC) = Hk(C
d).
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16.11.Let Sbe thebilateral shifton ℓ2(Z), given bySej := ej+1. Then j · v= Sjv
defines unitary continuous action of the noncompact groupG= Z onH = ℓ2(Z).
(a) Letv∈ ℓ2(Z) be nonzero. Show that if(Sjv) j∈Z is a tight frame forℓ2(Z), then
the frame bound isA= ‖v‖2, i.e.,(Sjv) is orthogonal basis.
(b) Letv= vaea+vbeb 6= 0, a 6= b. Show

∑
j
|〈x,Sjv〉|2 = ‖v‖2‖x‖2+2ℜ

(
vavb〈Sa−bx,x〉

)
,

and conclude that(Sjv) j∈Z is a tight frame forℓ2(Z) if and only if va = 0 orvb = 0.
(c) Find all finitely supported vectorsv for which(Sjv) j∈Z is a tight frame forℓ2(Z).
(d) Let v = (. . . ,−1

5,0,−1
3,0,−1,0,1,0, 1

3,0,
1
5,0,

1
7, . . .). Show that(Sjv) j∈Z is a

tight frame forℓ2(Z).
(e) Determine all vectorsv for which (Sjv) j∈Z is a tight frame forℓ2(Z).

16.12.Let SC := {z∈ Cd : ‖z‖ = 1} be the complex unit sphere inCd ≈ R2d, and
σ be Lebesgue surface area measure onSC viewed as a unit sphere inR2d. Deduce
the analogue of (16.15), i.e.,

z=
d

area(SC)

∫

SC

〈z,ξ 〉ξ dσ(ξ ), ∀z∈ Cd.

16.13.Show that the zonal harmonicZ(k)
ξ is localised atξ ∈ S in the following sense.

(a) |Z(k)
ξ (x)|< Z(k)

ξ (ξ ), ∀x 6= ξ , x∈ S.

(b) Z(k)
ξ (ξ ) = ‖Z(k)

ξ ‖2S = dim(Hk).
(c) The maximum

max{p(ξ ) : ‖p‖S = 1, p∈Hk(S
d−1)}=

√

dim(Hk) = O(k
d
2 ), k→ ∞

is attained if and only ifp= 1√
dim(Hk)

Z(k)
ξ .

16.14.The variational condition (6.5) for( f j) to be a finite tight frame forFd is

∑
j
∑
k

|〈 f j , fk〉|2 =
1
d

(

∑
j
〈 f j , f j〉

)2
.

Show that the following analogous condition holds

∫

S

∫

S
|〈x,y〉|2dσ(x)dσ(y) =

1
d

(∫

S
〈x,x〉dσ(x)

)2
.

Remark:This can be interpreted as saying that although a generic frame of n unit
vectors forFd is not tight, forn≫ d it is close to being tight (also see Exer. 6.3).

16.15.Let 〈·, ·〉◦,k denote theapolar inner product of (6.19) onH(k,0) (the space of
holomorphic homogeneous polynomials of degreek).
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(a) Use (6.21), to show that

〈 f ,g〉◦,k =
(

k+d−1
d−1

)

〈 f ,g〉SC .

(b) Express the reproducing kernel tight frame given by (16.57) in terms of〈·, ·〉◦,k.
(c) Use the formula

∫

SC

f (〈ξ ,η〉)dσ(ξ ) =
d−1

π

∫ 2π

0

∫ 1

0
(1− r2)d−2 f (reiθ ) r drdθ , η ∈ SC,

to calculate‖〈·,η〉k‖SC .



Chapter 17
Solutions

Exercises of Chapter 1

1.1 Since∑ j〈 f ,u j〉u j = ∑ j(u
∗
j f )u j = V(V∗ f ) = (VV∗) f , we obtain the matrix

form. Verify that (1.1) holds for a particular choice ofu1,u2,u3. If R is a rotation,
then[Ru1,Ru2,Ru3] = RV, and(RV)(RV)∗ = R(VV∗)R∗ = 3

2RR∗ = 3
2I . Thus (1.1)

holds forRu1,Ru2,Ru3.

1.2 (a) Supposef = 〈 f ,u1〉v1+ 〈 f ,u2〉v2, ∀ f ∈ R2. Since the RHS is linear inf ,
it suffices that this hold for the basis{u1,u2} i.e., u1 = v1− 1

2v2, u2 = −1
2v1+ v2,

which leads tov1 =
2
3(2u1+u2), v2 =

2
3(u1+2u2).

(b) Yes. Sinceu1+u2+u3 = 0, the coefficients satisfy∑ j〈 f ,u j〉= 0. Hence if one
is changed, then this sum will no longer be zero.
(c) No. Two coefficients can be changed while preserving∑ j〈 f ,u j〉= 0.

1.3 Equiangularity/equispacing.
(a) Verify these are a tight frame by using the matrix form of Exer. 1.1.
(b), (c) Direct computation.
(d) Though equally spaced from each other, these vectors do not “fill up” the space

C2, e.g., ifw= (−1,0), then‖v j −w‖=
√

2+
√

2>
√

3,∀ j.

1.4 Gabor and Wavelet systems.
(a)TaMb f (x) = (Mb f )(x−a) = e2π ib·xe−2π ib·a f (x−a) = e−2π ia·bMbTa f (x).
(b) SinceTaTb = Ta+b andMaMb = Ma+b, ∀a,b, the setG is closed under mul-
tiplication and inversion, and so forms a group (generated by any set of generators
for the subgroups{Ta}a∈A and{Mb}b∈B).
(c) SinceD2 j = D

j
2, Tk = T k

1 , and

D2 j Tk f = 2
j
2 f (2 j ·−k) = 2

j
2 f (2 j(·− k

2 j )) = T k
2 j

D j f ,

the group generated byD2 and T1 contains the translates of the diadic integers
{T k

2 j
} j,k∈Z, which are not contained in the set{D2 j Tk} j,k∈Z.

471
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Exercises of Chapter 2

2.1 Polarisation identity.1 Expand, and use〈g, f 〉= 〈 f ,g〉, to get

‖ f +g‖2−‖ f −g‖2 = 2(〈 f ,g〉+ 〈g, f 〉) = 2(〈 f ,g〉+ 〈 f ,g〉) = 4ℜ〈 f ,g〉.

If the inner product is complex, then this gives

‖ f + ig‖2−‖ f − ig‖2 = 4ℜ〈 f , ig〉= 4ℜ(−i〈 f ,g〉) = 4ℑ〈 f ,g〉.

2.2 Take the inner product of Parseval withg to obtain Plancherel. The reverse
implication follows by the uniqueness of the Riesz representation and

〈 f ,g〉= 1
A ∑

j∈J
〈 f , f j〉〈 f j ,g〉= 〈

1
A ∑

j∈J
〈 f , f j〉 f j ,g〉, ∀g∈H .

Takingg= f in Plancherel gives the tight frame condition. Conversely,given a tight
frame, the polarisation identity gives

4ℜ〈 f ,g〉= ‖ f +g‖2−‖ f −g‖2 = 1
A ∑

j∈J

(

|〈 f +g, f j〉|2−|〈 f −g, f j〉|2
)

=
1
A ∑

j∈J
4ℜ(〈 f , f j〉〈 f j ,g〉) = 4ℜ

( 1
A ∑

j∈J
〈 f , f j〉〈 f j ,g〉

)

,

and 4ℑ〈 f ,g〉= 4ℑ( 1
A ∑ j∈J〈 f , f j〉〈 f j ,g〉), whenH is complex.

Remark.This result extends to countably (or even uncountably) infinite tight frames,
with the interchange of sums and inner products being justified by considering the
appropriate limits of partial sums.

2.3 Clearly,P= 1
AVV∗ is self adjoint, i.e.,P∗ = P. Since( f j) is a tight frame for

K , V is ontoK and Parseval givesVV∗|K = AIK , so that

P2 = (
1
A

VV∗|K )(
1
A

VV∗) = IK
1
A

VV∗ = P.

2.4 (a) Given the uniqueness of the coefficients in the orthogonal expansion

f = ∑
j∈J

〈 f , f j〉
〈 f j , f j〉

f j , ∀ f ∈H ,

by Parseval,( f j) j∈J is a tight frame if and only if‖ f j‖2 = 〈 f j , f j〉= A, ∀ j, and this
is normalised if and only if‖ f j‖=

√
A= 1,∀ j.

(b) Taking f = f j/‖ f j‖ in the normalised tight frame condition gives

1 A real or complex normed linear space(X,‖ ·‖) is an inner product space, with the inner product
given by the polarisation identity, if and only if it satisfies the parallelogram identity‖ f +g‖2+
‖ f −g‖2 = 2‖ f‖2+2‖g‖2, ∀ f ,g∈ X.
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1= ‖ f‖2 = ∑
k∈J

|〈 f j

‖ f j‖
, fk〉|2 = ‖ f j‖2+

1
‖ f j‖2 ∑

k6= j

|〈 f j , fk〉|2,

so we must have‖ f j‖ ≤ 1, with equality if and only if|〈 f j , fk〉|= 0,∀k 6= j.

2.5 (a) Since unitary maps preserve norms:‖U∗ f‖= ‖ f‖, and we obtain

A‖ f‖2 = A‖U∗ f‖2 = ∑
j
|〈U∗ f , f j〉|2 = ∑

j
|〈 f ,U f j〉|2, ∀ f .

(b) Since(T f j) is a tight frame for the finite dimensional spaceH , the mapT
is onto, and hence invertible. Using the normalised tight frame property of(T f j),
followed by that of( f j), we obtain

T−1 f = ∑
j
〈 f ,T f j〉T−1(T f j) = ∑

j
〈T∗ f , f j〉 f j = T∗ f , ∀ f ∈H ,

so thatT−1 = T∗, andT is unitary.

2.6 Apply P to the tight frame expansion, and usef = P f , f ∈H , to obtain

f = P
(

∑
j
〈 f , f j〉 f j

)

= ∑
j
〈P f, f j〉P f j = ∑

j
〈 f ,P f j〉P f j , f ∈H .
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2.7 (a)=⇒(b) Suppose thatQ is a partial isometry. Clearly,(QQ∗)∗ = QQ∗. Let
Q|= Q|ran(Q∗), andx∈ ker(Q∗) = ran(Q)⊥, y∈ ran(Q). Then

(QQ∗)2(x+y) = QQ∗QQ∗y= Q(Q|∗Q|)Q∗y= QQ∗y,

so thatQQ∗ is the orthogonal projection onto ran(Q).
(b)=⇒(c) Suppose thatQQ∗ is an orthogonal projection. Clearly,Q∗Q is Hermitian.
Let x∈ ker(Q) andy= Q∗z∈ ker(Q)⊥ = ran(Q∗). Then

(Q∗Q)2(x+y) = Q∗QQ∗QQ∗z= Q∗(QQ∗)2z= Q∗QQ∗z= Q∗Qy,

so thatQ∗Q is the orthogonal projection onto ran(Q∗).
(c)=⇒(a) Suppose thatQ∗Q is an orthogonal projection, so that(Q∗Q)∗ = Q∗Q,
(Q∗Q)2 = Q∗Q. Let y= Q∗z∈ ker(Q)⊥ = ran(Q∗). Then

‖Qy‖2 = 〈QQ∗z,QQ∗z〉= 〈(QQ∗)2z,z〉= 〈QQ∗z,z〉= 〈Q∗z,Q∗z〉= ‖y‖2,

so thatQ is a partial isometry.
(a)=⇒(d) If Q is a partial isometry, then it can be factoredQ=UP, whereP is the
orthogonal projection onto(kerQ)⊥ andU : (kerQ)⊥ → Q(H ) is unitary, so by
Exer. 2.5 and 2.6, it followsQΦ is a normalised tight frame (for its span).
(d)=⇒(b) SupposeΦ = ( f j) andQΦ = (Q f j) are normalised tight frames. We will
show thatQQ∗ is the orthogonal projection onto ran(Q). Fory∈ ran(Q)⊥= ker(Q∗),
we haveQQ∗y= Q0= 0, and so it suffices to showQQ∗y= y, ∀y= Q f ∈ ran(Q).
This follows by first expanding in the normalised tight frame(Q f j), and then in( f j)
(and using linearity):

y= Q f = ∑
j
〈Q f,Q f j〉Q f j = Q∑

j
〈Q∗Q f, f j〉 f j = Q(Q∗Q f) = QQ∗y.

2.8 (a) For a givenU of sizen, a random equal–norm tight frame forCd is given by
the matlab code:J=randperm(n), J=J(1:d), V=U(J,:) .
(b) The Fourier matrixF is given the matlab code:F=fft(eye(n))’/sqrt(n)
orw=exp(2 * pi * i/n), F=w.ˆ([0:n-1]’ * [0:n-1])/sqrt(n) . Sinceωn=
1 and 1+ω +ω2+ · · ·+ωn−1 = 0 (for anyn–root of unityω 6= 1), we have

(F∗F) jk = ∑
ℓ

(F∗) jℓFℓk =
1
d ∑

ℓ

ω− jℓωkℓ =
1
d ∑

0≤ℓ<n

(ωk− j)ℓ =
1
d

dδ jk.

Similarly, (F2) jk =
1
d ∑ℓ(ω j+k)ℓ = δ j+k,0, with the indices modn, and so

(F4) jk = (F2F2) jk = ∑
ℓ

δ j+ℓ,0δk+ℓ,0 = δ jk.

2.9 (a) Letzj := x j + iy j , sow j = z2
j , and the frame operator is
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S=VV∗ =
1
4

[
∑ j(zj +zj)

2 1
i ∑ j(z

2
j −zj

2)
1
i ∑ j(z

2
j −zj

2) −∑ j(zj −zj)
2

]

, V =

[ z1+z1
2 · · · zn+zn

2
z1−z1

2i · · ·
zn−zn

2i

]

.

This is diagonal, with equal diagonal entries if and only if

∑
j

z2
j −∑

j
zj

2 = 0, ∑
j

z2
j +∑

j
zj

2 = 0 ⇐⇒ ∑
j

w j = ∑
j

z2
j = 0,

in which caseS= 1
2 ∑ j |zj |2I .

(b) Tight frames( f j) and (g j) for R2 are projectively unitarily equivalent if and
only if g j = cα jU f j , ∀ j, whereU is unitary,c > 0, α j = ±1. Assume wlog that
U is rotation byθ , so this becomesw j = ceiθ α jzj , ∀ j, wherezj := ℜ f j + iℑ f j ,
w j := ℜg j + iℑg j , i.e., the diagram vectors satisfyw2

j = ζz2
j , ∀ j, ζ = c2e2iθ .

(c) Three unit vectors are a tight frame forR2 if and only if the sum of their diagram
vectors is zero:z2

1+z2
2+z2

3 = 0. By (b), we may assume that these diagram vectors
are the third roots of unity, soz1,z2,z3 are distinct sixth roots of unity, none of which
is the negatives of another, and so the vectors inR2 they represent are projectively
equivalent to three equally spaced vectors.
(d) Four unit vectors(v j) are a tight frame if and only if the sum of their diagram
vectors(z2

j ) is zero inC, i.e., the Argand diagram of their sum is a parallelogram.
Suppose wlog thatz2

1 = −z2
2 = (iz2)

2 andz2
3 = −z2

4 = (iz4)
2. Thenz1 = ±iz2, z3 =

±iz4, i.e.,v1⊥ v2, v3⊥ v4, and so(v j) is a union of two orthonormal bases forR2.
(e) By construction, the sum of the diagram vectors is zero, and so they give a
tight frame (see Figure 17.1). Moreover, none contains an orthonormal basis (these
correspond to diagram vectors which are negatives of each other). The inner product
between the first and last has modulus cosθ , which gives the projective unitary
inequivalence.

Fig. 17.1: The diagram vectors, and their sum (above) for the tight frames of Exer. 2.9.

2.10 (a) The diagram vectors of a unit–norm tight frame forR2 can be ordered
z2

j = eiθ j , 0≤ θ1≤ θ2≤ ·· · ≤ θn < 2π, so that so the Argand diagram for their sum
z2
1+ · · ·+z2

n = 0 is a convexn–gon with unit length sides. This polygon has the same
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shape as that obtained from(cz2
σ j), wherec=±1 andσ is a permutation of the in-

dices, and so, by Exer. 2.9 (b), depends only on the equivalence class. Conversely,
such a convex polygon is uniquely determined by the sequenceof its exterior angles
ψ1, . . . ,ψn (taken in either angular direction), andz2

j := eiθ j , θ j : ∑1≤ℓ≤ j ψ j is a se-
quence of diagram vectors (since the exterior angles add to 2π) which correspond
to this polygon.
(b) Since the angle between vectors is half the angle betweentheir diagram vectors,
two vectors are orthogonal to each other if and only if the angle between their dia-
gram vectors isπ, i.e., they are negatives of each other, and hence correspond to a
pair of parallel sides of the diagram vector polygon.
(c) Suppose wlog the angles ofn equally spaced vectors are2π

n j, 1≤ j ≤ n, so the
angles of the diagram vectors are4π

n j, 1≤ j ≤ n. For n odd this is original angles
(reordered) so the polygon the regularn–gon. Forn 6= 4 even this is two copies of the
angles2π

n/2k, 1≤ k≤ n
2, so that polygon a the regularn

2–gon of side length 2 (where
each ‘side’ is two collinear unit length edges). Forn= 4 the polygon is degenerate,
a flat parallelogram.
(d) Yes. Suppose all vectors are nonzero (to avoid edges of zero length), then,
as in (a), we can order the diagram vectors:z2

1, . . . ,z
2
n, where zj = r jeiθ j , and

0≤ θ1 ≤ θ2 ≤ ·· · ≤ θn < 2π. As before, the corresponding convex polygon (with
sides of length|zj |2) depends only on the equivalence class.

2.11 (a)C(αv+βw) = αv+βw= α v+β w= αC(v)+βC(w).
(b) SΦ(C f) = ∑ j〈 f , f j〉 f j = ∑ j 〈 f , f j〉 f j =C(SΦ f ), and〈 f j , fk〉= 〈 f j , fk〉.
(c) With this definition ofv, we need only check that the operations of (2.18) hold:
v+w= (v j +w j) = (v j +w j) = (v j +w j) = (v j)+(w j) = v+w, etc.

2.12 (a) trace(S) = trace(VV∗) = trace(V∗V) = ∑ j〈 f j , f j〉.
(b) SinceS is self adjoint,(‖S‖F)2 = trace(SS∗) = trace(S2), and we get

trace(S2) = trace(V∗V(V∗V)∗) = ‖V∗V‖2F = ∑
j
∑
k

|〈 f j , fk〉|2.

2.13 Let V = [ f j ]. By Parseval:VV∗ = IH , soL = LVV∗, and we have

trace(L) = trace(V∗LV) = ∑
j

e∗j (V
∗LV)ej = ∑

j
e∗j (V

∗L f j) = ∑
j
〈L f j , f j〉.

2.14 Let(ek) be an orthonormal basis.
(a){ 1√

2
e1,(

1√
2
)2e1,(

1√
2
)3e1, . . .}∪{e2, . . . ,ed} is a normalised tight frame forH .

(b) The trace formula (2.9) holds for infinite frames, since (by Plancherel)

trace(S) = ∑
k

〈Sek,ek〉= ∑
k

〈∑
j
〈ek, f j〉 f j ,ek〉= ∑

j

(

∑
k

〈 f j ,ek〉〈ek, f j〉
)

= ∑
j
〈 f j , f j〉.

Therefore∑ j ‖ f j‖2 = dA< ∞, and in particular‖ f j‖→ 0.
(c) Since‖ f j‖→ 0 for an infinite frame, it can not have equal (nonzero) norms.
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2.15 If ‖ f j‖= c, ∀ j, then the trace formula (2.9) gives

∑
j
‖ f j‖2 = nc2 = dA =⇒ c=

√

dA
n
.

2.16 Since( f j) is equiangular, Exer. 2.15 gives〈 f j , f j〉= ‖ f j‖2 = dA
n , ∀ j. Suppose

that|〈 f j , fk〉|= c, ∀ j 6= k, then the variational formula (2.10) gives

(n2−n)c2+n
(dA

n

)2
=

1
d

(

n
dA
n

)2
=⇒ c=

A
n

√

d(n−d)
n−1

.

2.17 (a) By Theorem 2.1,Φ is a normalised tight frame forH if and only if
the Hermitian matrixP = Gram(Φ) is an orthogonal projection of rankd, i.e., its
eigenvalues are 0 and 1, with exactlyd being nonzero.
(b) If all eigenvalues ofSΦ are 1, it is the identity, giving the Parseval identity.
(c),(d) The singular values ofV andV∗ are precisely the (nonzero) eigenvalues of
the frame operatorS=VV∗, or, equivalently the GramianP=V∗V.

2.18 (a)=⇒(b) SinceVV∗ = I , 〈V∗ f ,V∗g〉= 〈VV∗ f ,g〉= 〈 f ,g〉, ∀ f ,g.
(b)=⇒(c) Take f = g, so that‖V∗ f‖2 = 〈V∗ f ,V∗ f 〉= 〈 f , f 〉= ‖ f‖2, ∀ f .
(c)=⇒(a) Expand‖V∗ f‖2 = (‖(〈 f , f j〉)‖2)2 = ∑ j |〈 f , f j〉|2 = ‖ f‖2, ∀ f .

2.19 If there is such a unitaryU , then clearly〈g j ,gk〉= 〈U f j ,U fk〉= 〈 f j , fk〉, ∀ j,k.
Now suppose〈g j ,gk〉 = 〈 f j , fk〉, ∀ j,k holds. Assume, wlog, that{ f1, . . . , fd} is a
basis forH , and define a linear mapU by

U : H →K , U f j := g j , 1≤ j ≤ d.

ThenU is unitary, since forh1 = ∑d
j=1 α j f j , h2 = ∑d

k=1 βk fk,

〈Uh1,Uh2〉= ∑
j,k

α jβk〈g j ,gk〉= ∑
j,k

α jβk〈 f j , fk〉= 〈h1,h2〉.

For k> d and 1≤ j ≤ d, we have

〈U fk−gk,g j〉= 〈U fk,g j〉−〈gk,g j〉= 〈U fk,U f j〉−〈gk,g j〉
= 〈 fk, f j〉−〈gk,g j〉= 0,

which impliesU fk = gk since{g1, . . . ,gd} is a basis forK .

2.20 (a) Φ = ( f j) j∈J andΨ = (gk)k∈K are unitarily equivalent up to reordering if
and only if there is a bijectionσ : J→ K for which Φ and(gσ j) j∈J are unitarily
equivalent, i.e., by Corollary 2.1,

Gram(Φ) = Gram((gσ j) j∈J) = ([gk]Q)∗[gk]Q= Q∗Gram(Ψ)Q,
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whereQ= Qσ ∈ FK×J is the permutation matrixQ := [eσ j ] j∈J.
(b) They are projectively unitarily equivalent up to reordering if and only if gσ j =
α jU f j , ∀ j, with σ : J→ K a bijection,|α j | = 1, ∀ j, andU unitary, i.e.,(α j f j) j∈J

and(gσ j) j∈J are unitarily equivalent, i.e., withΛ := diag(α j) j∈J andQ as above

Λ ∗Gram(Φ)Λ = ([ f j ]Λ)∗[ f j ]Λ = ([gk]Q)∗[gk]Q= Q∗Gram(Ψ)Q.

(c) If these are projectively unitarily equivalent as above, then

〈gσ j ,gσk〉= 〈α jU f j ,αkU fk〉= α jαk〈 f j , fk〉 =⇒ |〈gσ j ,gσk〉|= |〈 f j , fk〉|.

The equiangular harmonic frames with the Gramians of (2.12)and (2.17), i.e.,





2
3 −1

3 −1
3

−1
3

2
3 −1

3
−1

3 −1
3

2
3



 ,






2
3
−ω2

3 −ω
3

−ω
3

2
3 −ω2

3
−ω2

3 −ω
3

2
3




 , ω := e

2π
3

satisfy this condition, but are not projectively unitarilyequivalent.
Remark:Projective unitary equivalence is determined by them–products (see§8).

2.21 (a) By Exer. 2.20, normalised tight framesΦ andΨ are projectively unitarily
equivalent (up to reordering) if and only if their GramiansPΦ andPΨ satisfy

Λ ∗PΦΛ = Q∗PΨ Q ⇐⇒ Λ ∗(I −PΦ)Λ = Q∗(I −PΨ )Q,

i.e., the complementary normalised tight frames are projectively unitarily equivalent
(up to reordering).
(b) The complementary normalised tight frame of an equal–norm tight frame of
n= d+1 vectors forFd consists ofd+1 scalars with modulus 1/

√
d+1. Since all

such frames are projectively unitarily equivalent, the result follows by (a).
(c) We observe that up to a scalar multiple(α j) is given by

α jαk〈 f j , fk〉= 〈α jU f j ,αkU fk〉= 〈g j ,gk〉.

Takingα1 = 1, we have

α2 =
〈g2,g1〉
〈 f2, f1〉

=
1+ω
−1

= ω2, α3 =
〈g3,g1〉
〈 f3, f1〉

=
1+ω2

−1
= ω,

with U given byU(α j f j) = g j , and soU = [α1 f1,α2 f2]−1[g1,g2] = I .

2.22 Let {a,b,c} ∈ C be the complementary normalised tight frame. Since unitary
maps preserve the Gramiam, we can assume thatc≥ 0, and since it is normalised
|a|2+ |b|2+ |c|2 = 1, thus the complementary frame has frame operator

V = [a,b,
√

1−|a|2−|b|2], |a|2+ |b|2≤ 1.
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Thus all Gramians for normalised tight frames of three vectors forC2 are given by

I −V∗V =





1−|a|2 −ab −a
√

|a|2+ |b|2
−ba 1−|b|2 −b

√

|a|2+ |b|2
−a
√

|a|2+ |b|2 −b
√

|a|2+ |b|2 |a|2+ |b|2



 .

2.23 Let P be the Gramian of a normalised tight frame. ThenI −P is the Gramian
of the complementary tight frame, and these frames are unitarily equivalent if and
only if their Gramians are equal (Corollary 2.1), i.e.,P= I−P. This impliesP= 1

2I ,
which isnotan orthogonal projection matrix.

The projectively unitarily equivalent normalised tight frames of two vectors for
F1 given byV = [ 1√

2
, 1√

2
b] andW = [ 1√

2
,− 1√

2
b], |b|= 1, are complements of each

other. Further examples might be given by equiangular tightframes of 2d vectors
for Fd (a calculation excludes the cased = 2).

2.24 The complementary frame toV = [ f j ] is null(V)’

2.25 (a) In terms of the synthesis matrixV = [ f j ] j=1n ∈ Cd×n, we seek ad× n
matrixV with columns of equal (nonzero) length, sayd, and rows of equal length
which are orthogonal. Forn≥ d = 1, we can takeV to be any 1× n matrix with
entries of unit–modulus. Supposen≥ d ≥ 2, and writen= kd+d+ r, 0≤ r < d.
We seek aV of the formV = d[V1,V2, . . . ,Vk,W], where eachVj is a unitary matrix
(say I ). This V has the desired properties provided thed× (d+ r) matrix W has
columns of length 1 (the same as those ofVj ) and rows of equal length, i.e., there
exists an equal–norm tight frame ofd+ r vectors inFd. Such a frame is given by an
orthonormal basis whenr = 0, or by the complement of an equal–norm tight frame
of d+ r vectors inFr , which we can construct by (strong) induction sincer < d.
(b) The followingmatlab code gives such a function

function V = ENTF(n,d)
if d==1, V=ones(1,n); end;
if n==d, V=d * eye(d); end;
if d<n & n<2 * d, V=sqrt(n * d) * null(ENTF(n,n-d))’; end;
if n>=2 * d & d>1, V=[d * eye(d) ENTF(n-d,d)]; end;

Hereeye(d) can be replaced by anyd×d unitary matrix andones(1,n) any
1×n matrix with unit–modulus entries .
(c) Now an example

[1,1,1]
take

complement

−→

[√
3 −
√

3 0
1 1 −2

]
add

columns

−→

[

2 0
√

3 −
√

3 0
0 2 1 1 −2

]

take
complement

−→





3 0−
√

3
√

3 0
0 3 −1 −1 2
0 0
√

5
√

5
√

5




add

columns

−→ V =





3 0 0 3 0−
√

3
√

3 0
0 3 0 0 3 −1 −1 2
0 0 3 0 0

√
5
√

5
√

5



 ,

2.26 (a) Each of the mapsA j : f 7→ 〈 f , f j〉 f j is a (bounded) positive operator since
〈A j f , f 〉 = |〈 f , f j〉|2 ≥ 0, and hence so are the differencesFt −Fs, s< t (which are
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finite sums of these). Clearly,F0 = OH andFn = IH .
(b) We have the telescoping sum∑n

j=1(Fj −Fj−1) = Fn−F0 = IH , andQ j := E j −
E j−1 (which satisfiesQ∗j = Q j ) is an orthogonal projection, since

(E j −E j−1)
2 = E2

j −E jE j−1−E j−1E j +E2
j−1 = E j −E j−1−E j−1+E j−1 = Q j .

Similarly, if j < k, thenQ jQk = QkQ j = 0.
(c) Let ˜K ⊂K be the orthogonal complement of the kernel of the linear map

L : K → Cn : f 7→ (〈 f , f j〉)n
j=1.

Since f ∈ ker(L) ∩H =⇒ f = ∑ j〈 f , f j〉 f j = 0, we haveH ⊂ ˜K . Further,
ran(Qk)∩H 6= {0}, since otherwise, ran(Qk)⊥H , so thatPQk = 0, and

〈 fk, fk〉 fk = (Fk−Fk−1) fk = PQk fk = 0,

which contradictsfk 6= 0. Thus we may choosef ∈ ran(Qk), with P f 6= 0, so that
L f = LP f is a nonzero scalar multiple of the standard basis vectorek for Cn, and
henceL maps ontoCn. A dimension count gives dim( ˜K ) = rank(L) = n, and so we
may replaceK by ˜K .
(d) Suppose that( f j) is a normalised tight frame forFd, i.e., the rows ofV =
[ f1, . . . , fn]∈ Fd×n are orthonormal. ExtendV by adding a furthern−d orthonormal
rows, to obtain a unitary matrixU . The columns ofU are an orthonormal basis for
Fn, and their orthogonal projection onto the firstd components gives( f j).

2.27 SinceF := [ f j ] = U + iV , U := [u j ], V := [v j ], the normalised tight frame
condition for( f j) is

FF∗ = (U + iV )(U + iV )∗ =UU∗+VV∗+ i(VU∗−UV∗) = I ,

i.e.,UU∗+VV∗ = I , andVU∗ =UV∗. The sequence of 2n real vectors has synthesis
operatorS= [U,V], which satisfiesSS∗ =UU∗+VV∗ = I , and so is a tight frame.

2.28 Let ( f j) be a normalised tight frame forRd. Write f ∈ Cd as f = u+ iv,
u,v∈ Rd. Then

∑
j
|〈 f , f j〉|2 = ∑

j
|〈u+ iv, f j〉|2 = ∑

j

(

|〈u, f j〉|2+ |〈v, f j〉|2
)

= ‖u‖2+‖v‖2 = ‖ f‖2.

2.29 (a) LetV = [ f j ], W = [gk]. As in Exer. 2.13, we calculate

trace(M∗L) = trace(M∗LVV∗) = trace((MV)∗LV) = ∑ j〈L f j ,M f j〉,
trace(M∗L) = trace(M∗WW∗L) = trace((L∗W)∗M∗W) = ∑k〈M∗gk,L∗gk〉.

(b) LetL∈L (H ,K ). We verify the Parseval identity forL (applied tof ). Observe

〈L,gk f ∗j 〉HS= trace((gk f ∗j )
∗L) = trace( f jg

∗
kL) = trace(g∗kL f j) = 〈L f j ,gk〉,
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and so, by linearity, we have

∑
j,k

〈L,gk f ∗j 〉HS(gk f ∗j ) f = ∑
j,k

〈L f j ,gk〉gk〈 f , f j〉= ∑
j
〈 f , f j〉

(

∑
k

〈L f j ,gk〉gk

)

= ∑
j
〈 f , f j〉L f j = L

(

∑
j
〈 f , f j〉 f j

)

= L f .

2.30 (a)VV∗ = I givesVx=V(V∗ f ) = f , WAV∗ =W(W∗LV)V∗ = L.
(b) We have[αL+βM] = W∗(αL+βM)V = αW∗LV +βW∗MV = α[L]+β [M],
and[L∗] =V∗L∗W = (W∗LV)∗ = [L]∗.
(c) Suppose thatM : K →L , (hℓ)ℓ∈L is a normalised tight frame forL , and let
X = [hℓ]ℓ∈L. Then[ML] = X∗LMV = (X∗MW)(W∗LV) = [M][L].
(d) With x= [ f ], part (a) givesAx= [L][ f ] = [L f ] andλx= λ [ f ] = [λ f ]. But f 7→ [ f ]
is 1–1, so thatAx= λx if and only if L f = λ f .
(e) The singular values ofA are the positive square roots of the nonzero eigenvalues
of A∗A= (W∗LV)∗W∗LV =V∗L∗WW∗LV =V∗L∗LV, with the eigenspaces giving
the corresponding singular vectors. Ifx is an eigenvector ofA∗A for λ 6= 0, then
f =Vx 6= 0, and we may apply (d).
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Exercises of Chapter 3

3.1 Let g∗j denotef 7→ 〈 f ,g j〉, so thatA j = f jg∗j .
(a) trace(A j) = trace( f jg∗j ) = trace(g∗j f j) = 〈 f j ,g j〉.
(b) SinceA2 f = f j(g∗j f j)g∗j f = 〈 f j ,g j〉A f , takec= 〈 f j ,g j〉, P : f 7→ 〈 f ,g j 〉

〈 f j ,g j 〉 f j .

(c) SinceA∗j = g j f ∗j , we haveP∗ f =
〈 f , f j 〉
〈g j , f j 〉g j , soP= P∗ if and only if 〈 f ,g j〉 f j =

〈 f , f j〉g j , ∀ f , i.e., f j andg j are scalar multiples of each other.
(d) trace(A jA∗k) = trace( f j(g∗j gk) f ∗k ) = 〈gk,g j〉 trace( f ∗k f j) = 〈gk,g j〉〈 f j , fk〉.
3.2 Least squares solution.
(a)V(λa+(1−λ )b) = λVa+(1−λ )Vb= λ f +(1−λ ) f = f .
(b) V(V∗S−1 f ) =VV∗(VV∗)−1 f = f .
(c) SinceV∗S−1 f is a solution,A =V∗S−1 f +ker(V). Since ran(V∗) is orthogonal
to ker(V), for anya=V∗S−1 f +b∈A , b∈ ker(V), Pythagorus gives

∑
j
|c j |2 = ‖c‖2 = ‖V∗S−1 f‖2+‖b‖2,

so the unique solution of minimalℓ2–norm is obtained by choosingb= 0.

3.3 (a) WithA† :=A∗(AA∗)−1, we haveAA†=AA∗(AA∗)−1= I , A†A=A∗(AA∗)−1A
are Hermitian, andAA†A= IA = A, A†AA† = A†I = A†.
(b) With P† := P, PP† = P†P= P is Hermitian,PP†P= P, P†PP† = P†.
(c) Let A = Gram(Φ) = V∗V, andA† := Gram(Φ̃) = (S−1V)∗(S−1V) = V∗S−2V,
S=VV∗. We verifyA† is the pseudoinverse ofA: AA† =V∗VV∗S−2V =V∗S−1V
andA†A=V∗S−2VV∗V =V∗S−1V are Hermitian, and

AA†A= (AA†)A= (V∗S−1V)V∗V =V∗V = A,

A†AA† = (V∗S−1V)V∗S−2V =V∗S−2V = A†.

(d) The synthesis operator ofΦcan is S−
1
2V, S=VV∗, so by (a) and (c), we have

Gram(Φcan) = (S−
1
2V)∗S−

1
2V =V∗S−1V =V∗(VV∗)−1V =V†V

=V∗S−1V =V∗V(V∗S−2) = Gram(Φ)Gram(Φ)†.

3.4 ExpandingT f in the normalised tight frame( f j) gives

f = T−1(T f) = ∑
j
〈T f, f j〉T−1 f j = ∑

j
〈 f ,T∗ f j〉T−1 f j .

ReplaceT∗ by T−1 to obtain the other equality. LetV = [ f j ]. Then frame operator
of (T∗ f j) is T∗V(T∗V)∗ = T∗(VV∗)T = T∗T, and so the dual frame is

(T∗T)−1T∗ f j = T−1 f j .
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3.5 Since∑ j |〈g,Q f j〉|2 = ∑ j |〈Q∗g, f j〉|2 ≤ BΦ‖Q∗g‖2 ≤ BΦ‖Q‖2‖g‖2, we have
BΦ ≤ BΦ‖Q‖2. Similarly, ∑ j |〈g,Q f j〉|2 ≥ AΦ‖Q∗g‖. If g∈ spanΨ , theng = Q f .
ButQ=QQ†Q=(QQ†)∗Q=(Q†)∗Q∗Q, and so we obtain‖g‖= ‖(Q†)∗Q∗Q f‖ ≤ ‖(Q†)∗‖‖Q∗g‖
Thus∑ j |〈g,Q f j〉|2≥ AΦ‖Q†‖−2‖g‖2, giving AΨ ≥ AΦ‖Q†‖−2.

3.6 (a)=⇒(b) ∑n
j=1
|〈 f , f j 〉|2
‖ f‖2 ≥ A, gives the lower frame bound. For the upper bound:

∑n
j=1 |〈 f , f j〉|2≤ ∑n

j=1‖ f‖2‖ f j‖2 = B‖ f‖2, B := ∑n
j=1‖ f j‖2 < ∞.

(b)=⇒(e)⇐⇒(f) V∗ is 1–1 if and only if its kernel is zero. The lower frame bound
gives:‖V∗ f‖2 = ∑ j |〈 f , f j〉|2≥ A‖ f‖2 > 0,∀ f 6= 0, i.e., ker(V∗) = 0.
(c)⇐⇒(d)⇐⇒(e) ( f j) spansH if and only if V is onto iff V∗ is 1–1.

(f)=⇒(a) Since inff 6=0 ∑n
j=1
|〈 f , f j 〉|2
‖ f‖2 = inf‖g‖=1 |〈g, f j〉|2, and{g : ‖g‖ = 1} is com-

pact (H is finite dimensional), the infimum is attained, and so is nonzero.

3.7 SinceS is positive definite, it is unitarily diagonalisableS= UΛU∗, where
U = [u1, . . . ,ud] andΛ = diag(λ1, . . . ,λd), with λ j > 0, so that

〈S f, f 〉= 〈UΛU∗ f , f 〉= 〈ΛU∗ f ,U∗ f 〉= ∑
j

λ j |〈 f ,u j〉|2.

Let λmin = minλ j andλmax= maxλ j . Then we have

λmin‖ f‖2 = λmin∑
j
|〈 f ,u j〉|2≤ 〈S f, f 〉 ≤ λmax∑

j
|〈 f ,u j〉|2 = λmax‖ f‖2,

with equality if (and only if) f is an eigenvector forλmin, λmax, respectively.

3.8 Let f = f j in the frame bound inequality

A‖ f j‖2≤ ‖ f j‖4+ ∑
k6= j

|〈 f j , fk〉|2≤ B‖ f j‖2.

(a) Immediate.
(b) Equality in (a) if and only if∑k6= j |〈 f j , fk〉|2 = 0, i.e., f j ⊥ fk, ∀ j 6= k.
(c) Since‖ f j‖2 < A gives‖ f j‖4 < A‖ f j‖2, we must have

∑
k6= j

|〈 f j , fk〉|2 > 0 =⇒ f j is not orthogonal to spank6= j fk =⇒

3.9 Let S=VV∗. The commutativity relations of Exer. 3.11 give

[ f̃ j ] = S−1V =V Gram(Φ)†, [ f can
j ] = S−

1
2V =V(Gram(Φ)†)

1
2 .

Expanding gives
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[ f̃ j ] = S−1V = (U1ΣU∗2U2Σ ∗U∗1 )−1V =U1(ΣΣ ∗)−1U∗1 (U1ΣU∗2 )

=U1diag(1/σ2
1 , . . .)diag(σ1, . . .)U

∗
2 =U1diag(1/σ1, . . .)U

∗
2 ,

[ f can
j ] = S−

1
2V = (U1(ΣΣ ∗)−1U∗1 )

1
2 (U1ΣU∗2 )

=U1diag(1/σ1, . . .)diag(σ1, . . .)ΣU∗2 =U1diag(1, . . .)U∗2 .

3.10 Let S= SΦ =VV∗, whereV = [ f j ] j∈J, so thatSΦ̃ = S−1, and we have

(a) [ f̃ can
j ] = (S−1)−

1
2 S−1V = S−

1
2V = [ f can

j ].

(b) GΦ = Gram(Φ) = V∗V, GΦ̃ = Gram(Φ̃) = (S−1V)∗S−1V = V∗S−2V, and

GΦcan = Gram(Φcan) = (S−
1
2V)∗S−

1
2V =V∗S−1V, so we obtain

GΦGΦ̃ =V∗VV∗S−2V =V∗S−1V = GΦcan =V∗S−2VV∗V = GΦ̃GΦ .

(c) Use f̃ j = S−1
Φ f j andS−1

Φ = SΦ̃ .

3.11 (a) ObserveSV= (VV∗)V =V(V∗V) =VG, and use induction.
(b) By (a),p(S)V =V p(G) for all polynomialsp. Now use Weierstrass density.
(c) Similarly, approximateA† via theTikhonov regularisationformula

A† = lim
δ→0

(A∗A+δ I)−1A∗ = lim
δ→0

A∗(AA∗+δ I)−1. (17.1)

3.12 P :=VW∗ =WV∗ = P∗, andP|K = I , givesP2 = I |K (VW∗) = P.

3.13 Let Sbe the frame operator of( f j). SinceS−1 is a positive definite operator,

〈 f j , f̃ j〉 = 〈 f j ,S−1 f j〉 = 〈S−
1
2 f j ,S−

1
2 f j〉 = 〈 f can

j , f can
j 〉 = ‖ f can

j ‖2 ≥ 0. Since( f can
j )

is a normalised tight frame, it satifies (2.9), i.e.,∑ j ‖ f can
j ‖2 = d.

3.14 Let T be the frame operator for( f j), i.e.,T = S|K . The assertions amount to
the claimT−1 = S†|K . Now ran(S†) = ran(S∗) = ran(S) = K , so fory= Sx∈K ,
we have(TS†|K )y= SS†Sx= Sx= y, i.e.,TS†|K = IK . Also see Corollary 3.5.

3.15 The( j,k)–entry of Gram(Φ) is 〈 fk, f j〉= v∗j vk = 〈vk,v j〉 (so the columns ofL
give a copy ofΦ). Now apply Exer. 3.14 withV = L.

3.16 Let S=VV∗.
(a)Ψ is a frame since its synthesis operatorQV is ontoH .
(b) g̃ j = (QVV∗Q∗)−1Q f j = (Q∗)−1S−1Q−1Q f j = (Q∗)−1S−1 f j = (Q∗)−1 f̃ j .

(c) gcan
j = (QVV∗Q∗)−

1
2 Q f j = (QSQ∗)−

1
2 QS

1
2 (S−

1
2 f j) = U f can

j , where the matrix

U = (QSQ∗)−
1
2 QS

1
2 is unitary, sinceUU∗ = (QSQ∗)−

1
2 QS

1
2 S

1
2 Q∗(QSQ∗)−

1
2 = I .

(d) Let Q = cU, then(QSQ∗)−
1
2 QS

1
2 = (c2USU∗)−

1
2 cUS

1
2 = US−

1
2U∗US

1
2 = U ,

with US
1
2U∗ = (USU∗)

1
2 following from USjU∗ = (USU∗) j , j = 1,2, . . . and the

Weierstrass density theorem.

3.17 DefineW̃ ∈ Fd×n by W =U1W̃U∗2 . Then

W̃W̃∗ =U∗1WU2U
∗
2W∗U1 =U∗1 (WW∗)U1 = AU∗1U1 = AI,
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so that

min
W∈Fd×n,A>0

WW∗=AI

‖V−W‖F = min
W̃∈Fd×n,A>0

W̃W̃∗=AI

‖U1ΣU∗2 −U1W̃U∗2‖F = min
W̃∈Fd×n,A>0

W̃W̃∗=AI

‖Σ −W̃‖F .

Let Σ = diag(σ1,σ2, . . .) andW̃ = [w jk]. Then

‖Σ −W̃‖F = trace((Σ −W̃)(Σ −W̃)∗) = trace(ΣΣ ∗−W̃Σ ∗−ΣW̃ ∗+WW̃)

= trace(VV∗−W̃Σ ∗−ΣW̃∗+AI)

= trace(VV∗)+dA− trace(W̃Σ ∗+ΣW̃∗),

where

trace(W̃Σ ∗+ΣW̃∗) = 2
d

∑
j=1

σ jℜ(w̃ j j ).

The conditionW̃W̃∗ = AI, says thatW̃ has orthogonal rows of length
√

A, so the
unique choice maximisingℜ(w̃ j j ) is w̃ j j =

√
A, w̃ jk = 0, j 6= k. Thus‖V−W‖F is

minimised, when
dA−2∑

j
σ j

√
A= ∑

j
(A−2σ j

√
A)

is maximised, which occurs when
√

A= 1
d ∑ j σ j . Thus, withA defined as above, the

unique minimiserW is given by

W =U1[
√

AI,0]U∗2 =
√

AU∗2 .

This gives Corollary 3.3, since the singular valuesσ j of V are the square roots of
the eigenvaluesλ j of the frame operatorS=VV∗, and the canonical tight frame for
V = [ f j ] is given by (3.7).

3.18 It suffices to show thatℜ∑ j〈 f j ,g j〉 ≤ ∑k1 ∑k2

√
λk1

√µk2|〈uk1,vk2〉|. By
Cauchy–Schwarz,

∑
j
|〈 f j ,uk1〉〈vk2,g j〉| ≤

(

∑
j
|〈 f j ,uk1〉|2

) 1
2
(

∑
j
|〈vk2,g j〉|2

) 1
2

=
√

〈SΦuk1,uk1〉
√

〈SΨ vk2,vk2〉=
√

λk1

√µk2,

which gives

ℜ∑
j
〈 f j ,g j〉 ≤

∣
∣
∣∑

j
〈 f j ,g j〉

∣
∣
∣=
∣
∣
∣∑

j
∑
k1

∑
k2

〈 f j ,uk1〉〈uk1,vk2〉〈vk2,g j〉
∣
∣
∣

≤∑
k1

∑
k2

|〈uk1,vk2〉|∑
j
|〈 f j ,uk1〉〈vk2,g j〉|

≤∑
k1

∑
k2

|〈uk1,vk2〉|
√

λk1

√µk2.
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3.19 (a) Let e= (1, . . . ,1). It is easy to check thatMe= (na− a+ 1)e, and so
e is an eigenvector forna− a+ 1. If v ⊥ e, i.e., 〈v,e〉 = v1 + · · ·+ vd = 0, then
(Mv) j = av1+ · · ·+avd−avj +v j = (1−a)v j , so thatv is an eigenvector for 1−a.
(b) The matrixM is positive semidefinite if and only if its eigenvalues are nonneg-
ative: na− a+ 1,1− a≥ 0, i.e., −1

n−1 ≤ a≤ 1. Its rank is the number of nonzero

eigenvalues which is either 1 (a= 1), n−1 (a= −1
n−1), or n (otherwise).

(c) If rank(M) = n− 1, thena = −1
n−1, and soM is the Gramian of then = d+ 1

vertices of a simplex inRd, see (2.14).
(d) If rank(M) = n, thenM is invertible, and so the Gramian of(ũ j) is M† = M−1.
Let B be then×n matrix with diagonal entriesb, and off diagonal entriesc. Then

(MB) jk =

{

b+(n−1)ac, j = k;

c+ab+(n−2)ac, j 6= k

It is easy to check thatMB= I , i.e.,B= Gram((ṽ j)), when

b=
na−2a+1

(1−a)(na−a+1)
, c=

−a
(1−a)(na−a+1)

.

Thus(ṽ j) is (a scalar multiple) of an isogonal configuration of vectors.

3.20 Recall a frameΦ is real if and only if Gram(Φ) has real entries.
(a) Use (3.4), and observe that the Tikhonov regularisationformula (17.1) implies
the pseudoinverse of a matrix is real if and only the matrix itself is.
(b) Use (3.9), i.e., Gram(Φcan) = Gram(Φ)Gram(Φ̃).
(c) No. Suppose thatΦ is a basis for which the Gramian has complex entry (easily
constructed), thenΦcan is an orthonormal basis, which is real.

3.21 Let V = [ f j ]. The dual frame of(P f j) and(Pgj) are equal if and only their
synthesis operators are, i.e.,(PV(PV)∗)−1PV = P(V∗)−1, which gives
(a)PV(V∗) = (PVV∗P)P⇐⇒ PS= PSP.
(b) Taking the adjoint of (a) givesSP= (PS)∗ = (PSP)∗ = PSP.
(c) By (a) and (b), we havePS= SP, and conversely, given this, we may obtain (a)
and (b) by right and left multiplication byP. Thus (a),(b),(c) are equivalent.
(d) Since ran(P) = H , (d) follows from any of (a),(b),(c). Conversely, suppose that
SH ⊂H . ThenSP f∈H , so thatSP f= PSP f, ∀ f , which is (b).

3.22 Let L =UΣV∗ be a singular value decomposition, where the diagonal entries
of Σ areσ1, . . . ,σm, andV = [v1, . . . ,vm]. SinceU is unitary, we have

‖Lx‖= ‖UΣV∗x‖= ‖ΣV∗x‖= ‖(σ j〈x,v j〉)m
j=1‖=

( m

∑
j=1

σ2
j |〈x,v j〉|2

) 1
2
.

Hence (sinceV is unitary), we obtain
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‖Lx‖ ≤M
( m

∑
j=1
|〈x,v j〉|2

) 1
2
= M‖V∗x‖= M‖x‖, M := maxσ j ,

with equality if and only if〈x,v j〉 = 0 for every singular valueσ j less than the
maximum, i.e.,x is right–singular vector for the maximum singular value. Similarly,
since(kerL)⊥ is the orthogonal direct sum of the right–singular vector subspaces for
the nonzero singular values, for a nonzerox∈ (kerL)⊥

‖Lx‖ ≥m
( m

∑
j=1
|〈x,v j〉|2

) 1
2
= m‖V∗x‖= m‖x‖, m := min

σ j 6=0
σ j ,

with equality if and only if〈x,v j〉= 0 for every singular valueσ j greater thanm, the
minimum nonzero singular value, i.e.,x is right–singular vector form.

3.23 Since the norm is unitarily invariant, it suffices to consider the first inequality.
Let m andM be the smallest and largest singular values ofL, so, by Exer. 3.22,

m‖x‖ ≤ ‖Lx‖ ≤M‖x‖, ∀x.

Then‖(L−U)x‖ ≥
∣
∣‖Lx‖−‖Ux‖

∣
∣=
∣
∣‖Lx‖−‖x‖

∣
∣, so that

‖L−U‖ ≥max
x6=0

∣
∣
∣
‖Lx‖
‖x‖ −1

∣
∣
∣≥max{|m−1|, |M−1|}= ‖L− I‖.

3.24 (a) If L : H →K is a linear map between finite–dimensional Hilbert spaces,
with singular valuesσ1≥ σ2≥ ·· · ≥ σm, then there are the sharp inequalities

(
min
σ j 6=0

σ j
)
‖x‖ ≤ ‖Lx‖ ≤

(
max

j
σ j
)
‖x‖, ∀(kerL)⊥ = ran(L∗).

(see Exer. 3.22 for details). Suppose thatV =U1ΣU∗2 is a singular value decomposi-
tion of V, whereΣ =

[

diag(
√

λ1, . . . ,
√

λd) 0
]

andλ1, . . . ,λd > 0 are the eigenval-
ues ofS=VV∗. The inequalities (and their sharpness) then follow by takingL to be
V, V∗, S=VV∗ andG= Gram(Φ) =V∗V, and observing that these have singular
value decompositions

V =U1ΣU∗2 , V∗ =U2Σ ∗U∗1 , S=U1ΣΣ ∗U∗1 , G=U2Σ ∗ΣU∗2 .

The equivalence of these inequalities with the frame boundsfollows from Exer. 3.7.

3.25 Let V =U1ΣU∗2 be a singular value decomposition ofV = [ f j ]. Then

SΦ =VV∗ =U1ΣU∗2U2Σ ∗U∗1 =U1ΣΣ ∗U∗1 ,

which is a unitary diagonalisation ofSΦ . Let Λ := ΣΣ ∗ = diag(λ1, . . . ,λd). Since
SΦ̃ = S−1

Φ = (U1ΛU∗1 )
−1 =U1Λ−1U∗1 , we have
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‖αSΦ +βSΦ̃ + γI‖= ‖αU1ΛU∗1 +βU1Λ−1U∗1 + γU1U
∗
1‖

= ‖αΛ +βΛ−1+ γI‖ (U1 is unitary)

= max
1≤ j≤d

∣
∣αλ j +βλ−1

j + γ
∣
∣ (‖ · ‖ is the spectral norm).

We have Gram(Φ) =U2Σ ∗ΣU∗2 , Gram(Φ̃) = (U2Σ ∗ΣU∗2 )
† =U2(Σ ∗Σ)†U∗2 , and

Gram(Φcan) = Gram(Φ)Gram(Φ̃) =U2Σ ∗Σ(Σ ∗Σ)†U∗2 .

SinceΣ has the block formΣ =
[

Λ1/2 0
]
, Σ ∗Σ = diag(Λ ,0), (Σ ∗Σ)†= diag(Λ−1,0),

and we obtain

‖α Gram(Φ)+β Gram(Φ̃)+ γ Gram(Φcan)‖

= ‖U2
{

α
(

Λ
0

)

+β
(

Λ−1

0

)

+ γ
(

I
0

)
}
U∗2‖

= ‖α
(

Λ
0

)

+β
(

Λ−1

0

)

+ γ
(

I
0

)
∥
∥= ‖αΛ +βΛ−1+ γI

∥
∥.

3.26 Since the functionλ 7→ λ− 1
λ , λ > 0, is increasing, and changes sign atλ = 1,

the maximum is either1A−A, whereA≤ 1, and we need to prove

1
A
−A≥ B−A√

AB
⇐⇒ (

√
AB−1)(

√
AB+A2)≤ 0,

or it is B− 1
B, whereB≥ 1, and we need to prove

B− 1
B
≥ B−A√

AB
⇐⇒ (

√
AB−1)(

√
AB+B2)≥ 0.

The first clearly holds forB≤ 1, and the second forA≥ 1 (with equality iffAB= 1).
It therefore suffices to consider the caseA< 1, B> 1. Here either

1
A
−A=

1
A
− 1

1/A
≥ B− 1

B
⇐⇒ A≤ 1

B
⇐⇒

√
AB≤ 1,

1
A
−A=

1
A
− 1

1/A
≤ B− 1

B
⇐⇒ 1

B
≤ A ⇐⇒

√
AB≥ 1,

and again the corresponding inequality holds via

1
A
−A≥ 1

A
− 1

B
≥
(

1
A
− 1

B

)√
AB, B− 1

B
≥ B−A≥ B−A√

AB
,

(with equality iff AB= 1).
Alternatively, suppose that the inequality is false, i.e.,
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∣
∣
∣A− 1

A

∣
∣
∣,
∣
∣
∣B− 1

B

∣
∣
∣<

B−A√
AB

,

then one obtains the contradiction

(

A− 1
A

)2
+
(

B− 1
B

)2
< 2

(B−A)2

AB
⇐⇒ (A2+B2)(AB−1)2

A2B2 < 0.

3.27 (a) Consider the first minimisation. Assumet > 0. From

|tB−1|2−|tA−1|2 = t
B−A
A+B

(

t− 2
A+B

)

,

we conclude that

|tB−1| ≥ |tA−1|, ∀t ≥ 2
A+B

, |tB−1| ≤ |tA−1|, ∀t ≤ 2
A+B

.

Hence

min
t≥ 2

A+B

max{|tA−1|, |tB−1|}= min
t≥ 2

A+B

|tB−1|= min
t≥ 2

A+B

(tB−1) =
B−A
A+B

,

min
t≤ 2

A+B

max{|tA−1|, |tB−1|}= min
t≤ 2

A+B

|tA−1|= min
t≤ 2

A+B

(1− tA) =
B−A
A+B

,

each of which is attained if and only ift = 2
A+B, which gives the first minimum. For

the second one, observe that 0< 1
B ≤ 1

A, and apply the first to obtain

min
t>0

max{
∣
∣
∣

1
tA
−1
∣
∣
∣,
∣
∣
∣

1
tB
−1
∣
∣
∣}=

1
A− 1

B
1
A + 1

B

=
B−A
A+B

,

which is attained if and only if1t =
2

1
A+

1
B

, i.e.,t = A+B
2AB .

(b) Since[A,B]→ R : λ 7→ |c2λ − 1| and [ 1
B,

1
A]→ R : λ−1 7→ | 1

c2 λ−1− 1| attain
their maxima at an endpoint, from (3.31) and (3.32) we obtain

dist(cΦ ,Φcan) = max{|c2A−1|, |c2B−1|},

dist(
1
c

Φ̃ ,Φcan) = max{
∣
∣
∣

1
c2A
−1
∣
∣
∣,
∣
∣
∣

1
c2B
−1
∣
∣
∣}.

By part (a), witht =
√

c, the minima of these distances overc> 0 is B−A
A+B, and this

is attained as claimed.
(c) The four quantities in the min–max are continuous functions of t, which are
monotone at every point except the value oft which makes them zero. Hence, for
the minima to occur two of these functions must equal the maximum (if not, then
the one nonzero value equal to the maximum could be reduced slightly, so as to
reduce the maximum of all four values). Thus it suffices to consider only the values
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of t which make (at least) two of these functions equal, and the common valueM (a
potential min–max). Calculations (or a sketch) shows the minimumM is given by

|tB−1|=
∣
∣
∣

1
tA
−1
∣
∣
∣, M =

√

B
A
−1

(

at t =
1√
AB

)

.

(d) By the formulas in (b) above, we have

max
{

dist(cΦ ,Φcan),dist(
1
c

Φ̃ ,Φcan)
}

= max{|c2A−1|, |c2B−1|,
∣
∣
∣

1
c2A
−1
∣
∣
∣,
∣
∣
∣

1
c2B
−1
∣
∣
∣}.

By part (c), witht = c2, the minimum of this overc > 0 is
√

B
A − 1, and this is

attained precisely whenc2 = 1√
AB

.

(e) We observe that Gram(cUΦcan) = c2Gram(Φcan), and the eigenvalues ofSΦ
satisfyB= 1

A = λ1≥ λ2 · · · ≥ λd = A, so Exer. 3.25 gives

dist(Φ ,cUΦcan) = ‖SΦ −cI‖= ‖Gram(Φ)−c2Gram(Φcan)‖

= max
j
|λ j −c2|= max

{
|A−c2|,

∣
∣
∣
1
A
−c2

∣
∣
∣

}
,

dist(Φ̃ ,cUΦcan) = max
j
|λ−1

j −c2|= max
{
|A−c2|,

∣
∣
∣
1
A
−c2

∣
∣
∣

}
.

By the reasoning of (c), the minimum occurs when

|A−c2|=
∣
∣
∣
1
A
−c2

∣
∣
∣ ⇐⇒ c2 =

A2+1
2A

.

3.28 Since 1
B ≤ 1

A, we may assume thatB≥ 1. Suppose that

max
{
|A−1|, |B−1|

}
= max

{
∣
∣
∣
1
A
−1
∣
∣
∣,
∣
∣
∣
1
B
−1
∣
∣
∣

}
= max

{ |A−1|
A

,
|B−1|

B

}
.

Consider cases. If|A−1| ≥ |B−1|, thenA≤ 1, which gives

|A−1|= |A−1|
A

=⇒ A= 1, B= 1.

If |A−1| ≤ |B−1|, then there are two possibilities

|B−1|= |B−1|
B

=⇒ B= 1, A= 1,

|B−1|= |A−1|
A

=⇒ |AB−A|= |A−1| =⇒ AB∈ {1,2A−1}.
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WhenAB= 2A−1, we have

A≤ B=
2A−1

A
=⇒ (A−1)2 = A2−2A+1≤ 0 =⇒ A= 1, B= 1,

and soAB= 1 in all cases.

3.29 Recall, from (3.13), that ran(V∗) = ran(Gram(Φcan)).
(a)=⇒(c) W = QV gives ran(W∗) = ran((QV)∗) = ran(V∗Q∗)⊂ ran(V∗).
(c)=⇒(a) Suppose that ran(W∗) ⊂ ran(V∗). Let Q = WV†. SinceV† maps ran(V)
onto ker(V)⊥ = ran(V∗), we can decomposex asx=V†a+b, b∈ ker(V)⊂ ker(W).
ThenQVx=W(V†VV†)a+WV†Vb=WV†a+0=Wx, ∀x, so thatQΦ =Ψ .
(b)⇐⇒(c) The Gramians are orthogonal projections (determined bytheir ranges),
and so their productPQequalsQ if and only if ran(Q)⊂ ran(P).
(c)=⇒ (d) W∗ is 1–1 and ran(W∗)⊂ ran(V∗) = ker(V)⊥, so thatVW∗ is 1–1.
(d)⇐⇒ (e) Immediate, sinceVW∗g= ∑ j〈g,g j〉 f j .

3.30 Let V = [ f j ], W = [g j ]. Then the closeness condition is

‖(W−V)c‖ ≤ λ‖Vc‖, ∀c.

(a) If Vc= 0, then this implies(W−V)c = 0, and soWc= (W−V)c+Vc= 0.
Thus ker(V)⊂ ker(W), and Exer. 3.29 givesΨ = QΦ .
(b) In view of (a),W = QV and the closeness condition is equivalent to

‖(Q− I)Vc‖ ≤ λ‖Vc‖, ∀c∈ ker(V)⊥ = ran(V∗).

SinceΦ is a frame,S=VV∗ is onto, and soVc above can be an arbitrary element
of H . Thus the closeness condition is equivalent toλ being an upper bound for
‖Q− I‖, and cl(Ψ ,Φ) = ‖Q− I‖.
(c) Since‖Vc‖= ‖(V−W)c+Wc‖ ≤ ‖(V−W)c‖+‖Wc‖, we have

‖(W−V)c‖ ≤ λ
(
‖(V−W)c‖+‖Wc‖

)
=⇒ ‖(V−W)c‖ ≤ λ

1−λ
‖Wc‖,

i.e.,Φ is close toΨ , with cl(Φ ,Ψ)≤ λ
1−λ .

3.31 (a) We have‖M‖‖Sx‖ ≥ ‖MSx‖ ≥ ‖x‖−‖(I −MS)x‖ ≥ (1−‖I −MS‖)‖x‖,
i.e.,

‖Sx‖ ≥ 1−‖I −MS‖
‖M‖ ‖x‖, ∀x∈ X.

(b) ‖F(g1)−F(g2)‖= ‖(I −MS)(g1−g2)‖ ≤ ‖I −MS‖‖I −MS‖.
(c) By (a),MS is bounded below:‖MSx‖ ≥ (1−‖I −MS‖)‖x‖, and so

‖(MS)−1‖ ≤ 1
1−‖I −MS‖ .

3.32 (a) The eigenvalues ofS= SΦ satisfyA≤ λ j ≤ B, so that
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‖I − 2
A+B

S‖= max
j

∣
∣1− 2λ j

A+B

∣
∣≤ max

A≤λ≤B

∣
∣1− 2λ

A+B

∣
∣.

The maximum ofλ 7→
∣
∣1− 2λ

A+B

∣
∣ above occurs at the endpoints, and so it is

max
{∣
∣1− 2A

A+B

∣
∣,
∣
∣1− 2B

A+B

∣
∣
}
=

B−A
A+B

.

(b) The error in the fixed point iterationgn+1 := F(gn) for a Banach contractionF
with constantκ and fixed pointg can be estimated by either of

‖gn−g‖ ≤ κn‖g−g0‖, ‖gn−g‖ ≤ κn

1−κ
‖g1−g0‖.

Using the estimateκ = ‖I − 2
A+BS‖ ≤ B−A

A+B < 1, from the second we obtain

‖gn−g‖ ≤
(

B−A
A+B

)n

1− B−A
A+B

‖ 2
A+B

h‖= ‖h‖
A

(B−A
A+B

)n
.

Remark.The choiceh= S f, i.e.,g= f , gives theframe algorithm(3.37), for which
the first estimate gives

‖gn− f‖ ≤ ‖ f‖
(B−A

A+B

)n
.

3.33 Let S=UΛU∗ be a unitary diagonalisation ofS, and f (x) := x−
1
2 , x> 0. Since

f ( j)(x) =
(−1) j(2 j)!

22 j j!
x−

2 j+1
2 ,

the Taylor series expansion off aboutc= A+B
2 is

x−
1
2 =

∞

∑
j=0

(−1) j(2 j)!
22 j( j!)2

(A+B
2

)− 2 j+1
2
(

x− A+B
2

) j

=

√

2
A+B

∞

∑
j=0

(−1) j(2 j)!
22 j( j!)2

(

1− 2
A+B

x
) j
,

which (by the ratio test) is absolutely convergent for 0< x< A+B. By Exer. 3.32,

‖I − 1
A+B

S‖ ≤ B−A
A+B

=
∣
∣
∣1− 2

A+B
A
∣
∣
∣=
∣
∣
∣1− 2

A+B
B
∣
∣
∣

and so the series forS−
1
2 is absolutely convergent. Its partial sums satisfy

√

2
A+B

n

∑
j=0

(2 j)!
22 j( j!)2

(

I− 2
A+B

S
) j

=U
{
√

2
A+B

n

∑
j=0

(2 j)!
22 j( j!)2

(

I− 2
A+B

Λ
) j}

U∗.
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Since the eigenvalues ofS (diagonal entries ofΛ ) satisfy 0< A≤ λ j ≤ B< A+B,

the partial sums in the{ } converge toΛ− 1
2 (by considering entries), and so the

series converges toS−
1
2 =UΛ− 1

2U∗.

3.34 Let V = [ f j ], and use equivalence (f) of Proposition 3.4. We calculate

I −PΦ = I −V∗S−1V =
1
3

(
1 1 1
1 1 1
1 1 1

)

= vv∗, v :=
1√
3
(1,1,1),

Thus all possible 2×3 matricesL(I −PΦ) are determined byz= Lv, i.e.,

L(I −PΦ) = L(vv∗) = (Lv)v∗ = zv∗ =
1√
3
[z,z,z],

and so all possible duals are given byW = [ f̃1+w, f̃2+w, f̃3+w], w= 1√
3
z∈ R2.

(b) LetW = [g j ]. Then(g j) is a pseudo–dual if and only if

(2/
√

3)det(VW∗) = w11w22−w21w12+w13(w21−w22)+w23(w12−w11) 6= 0.

The left hand side above is zero ifg1 = g2, i.e.,w11= w12 andw21= w22, otherwise
the coefficient ofw13 or of w23 is nonzero, andg3 = (w13,w23) can be chosen to
make the left hand side nonzero.

3.35 (a) This follows immediately fromWV∗ = (WQ−1)(VQ∗)∗.
(b) The synthesis operator of the canonical dual of the framegiven byVQ∗ is

U = (VQ∗QV∗)−1VQ∗.

By (3.40), this dual frame uniquely minimises‖U‖ over all dual frames toVQ∗.
Thus, by (a),W =UQ= (VQ∗QV∗)−1VQ∗Q is the unique dual frame ofΦ which
minimises‖W‖Q = ‖WQ−1‖= ‖U‖.
3.36 (a) To(〈 f , f̂ j〉) = (〈 f , f j〉)− (〈 f , f j − f̂ j〉) apply the triangle inequality

(

∑
j
|〈 f , f̂ j〉|2

) 1
2 ≤

(

∑
j
|〈 f , f j〉|2

) 1
2
+
(

∑
j
|〈 f , f j − f̂ j〉|2

) 1
2 ≤
√

B‖ f‖+
√

R‖ f‖,

and the reverse triangle inequality

√
A‖ f‖−

√
R‖ f‖ ≤

(

∑
j
|〈 f , f j〉|2

) 1
2 −
(

∑
j
|〈 f , f j − f̂ j〉|2

) 1
2 ≤

(

∑
j
|〈 f , f̂ j〉|2

) 1
2
.

Thus(
√

A−
√

R)2 and(
√

B+
√

R)2 are lower and upper frame bounds for( f̂ j).
(b) LetV = [ f j ], W = [ f̂ j ]. Then the synthesis operator of the canonical dual ofΦ̂ is
U = (WW∗)−1W, and so‖UV∗− I‖= ‖UV∗−UW∗‖ ≤ ‖U‖‖V∗−W∗‖. Now
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‖V∗−W∗‖= sup
‖ f‖=1

‖(V∗−W∗) f‖= sup
‖ f‖=1

(

∑
j
|〈 f j − f̂ j , f 〉|2

) 1
2 ≤
√

R.

Similarly, ‖U‖ = ‖U∗‖ is bounded by the square root of an upper frame bound for
the canonical dual of̂Φ (see Exer. 3.24), which by (a) is≤ 1/(

√
A−
√

R). Thus
‖UV∗− I‖ < 1, so that the canonical dual of̂Φ andΦ are approximate duals, if√

R/(
√

A−
√

R)< 1, which holds if and only ifR< A
4 .

3.37 (a) LetV andW = cV be the synthesis operators ofΦ andcΦ . Then

‖WV∗− I‖= ‖cVV∗− I‖= max
j
|cλ j −1|= max{|cA−1|, |cB−1|}

(see Exer. 3.27 for details). We consider cases:c≤ 0 gives|cB−1| = 1− cB≥ 1,
0 < c < 2

B gives−1 < cA− 1 ≤ cB− 1 < 1, andc ≥ 2
B gives cB− 1 ≥ 1. The

minimum occurs when|cA−1|= |cB−1|, i.e.,c= 2
A+B.

3.38 By replacingH by V +W , we may assume without loss of generality that
H is finite dimensional. Letd1 = dim(V ), d2 = dim(W ) andn= dim(H ).
(a) Suppose thatV ∩W ⊥ =W ∩V ⊥ = 0. Then the algebraic direct sumsV ⊕aW ⊥

andW ⊕a V ⊥ are subspacesH , and so their dimensions satisfy

d1+(n−d2)≤ n, d2+(n−d1)≤ n =⇒ d1 = d2.

Thus a dimension count gives (ii). Conversely, if (ii) holds, then (i) is immediate.
(b) The first part was proved in (a). LetQ= P∗, P= P

V ,W ⊥ , andw∈W , v⊥ ∈ V ⊥.
Then

〈Qv⊥,z〉= 〈v⊥,Pz〉= 0, ∀z∈H =⇒ Qv⊥ = 0,

〈Qz,w⊥〉= 〈z,Pw⊥〉= 〈z,0〉= 0, ∀w⊥ ∈W
⊥ =⇒ Qz∈ (W ⊥)⊥ = W .

SinceP andQ have the same rank, we conclude thatQ|W is a bijectionW → W .
SinceP2 = P impliesQ2 = Q, we conclude thatQ|W = IW . ThusQ= P

W ,V ⊥ .

3.39 Let V = [ f j ] andW be the synthesis operator of a finite frame forW . Then
[g j ] =W(V∗W)†, and so the canonical oblique dual of(g j) has synthesis operator

U =V((W(V∗W)†)∗V)† =V((W∗V)†W∗V)† =V(W∗V)†W∗V.

We observe that ker(W∗) = W ⊥, so thatW∗ is 1–1 on ran(V) (sinceW ⊥∩V = 0),
and ker(W∗V) = ker(V). Now right multiplication of the above by(W∗V)†, using
A†AA† = A†, givesU(W∗V)† =V(W∗V)†. Thus it suffices to show thatU =V on

(ran((W∗V)†)⊥ = ker((V∗W)†) = ker(W∗V) = ker(V),

which follows immediately from the formula forU (which has right factor ofV).

3.40 (a)A†AA† = A† givesP2 =V(ΛV)†ΛV(ΛV)†Λ =V(ΛV)†Λ = P.
(b) AA†A= A givesΛPV = ΛV(ΛV)†ΛV = ΛV, i.e.,Λ(P f) = Λ( f ), ∀ f ∈ V .
(c) By (b), ΛPV = ΛV so that rank(P) ≥ rank(ΛV), while P = V(ΛV)†V gives
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rank(P)≤ rank((ΛV)†) = rank(ΛV), so rank(P) = rank(ΛV).
(d) If dim(L |V ) = dim(Λ |V ) ≥ dim(V ), then Λ |V is 1–1, so thatΛV maps
ker(V)⊥ bijectively ontoΛV , hence(ΛV)† mapsΛV onto ker(V)⊥, and soP maps
ontoV =V(ker(V)⊥).
(e) If dim(L ) ≤ dim(L |V ), then ran(Λ) = ran(Λ |V ), so forx∈ X there isv∈ V

with Λx= Λv, which givesΛP(x−v) = ΛV(ΛV)†Λ(x−v) = 0= Λ(x−v), while
(b) givesΛPv= Λv. Adding these givesΛPx= ΛP{(x−v)+v}= Λx.
(f) If λk( f ) = 〈 f ,gk〉, thenΛ =W∗, whereW = [gk], soP=V(W∗V)†W∗.

3.41 If Φ = ( f j) is a basis andV = [ f j ], then the orthonormal basis given by the

canonical tight frame has synthesis operatorS−
1
2V =VG−

1
2 , whereG= Gram(Φ)

(see Exer. 3.11). For the Legendre weightw= 1 on[−1,1], applying Gram–Schmidt
and then L̈owdin orthogonalisation to the first four normalised monomials gives fol-
lowing sequences of polynomials As one would expect, for Löwdin orthogonalisa-

Fig. 17.2: Gram–Schmidt and Löwdin orthogonalisation of the first five monomials

tion, different sequences of polynomials of degree 0,1, . . . ,n give different orthonor-
mal bases (in contrast to Gram–Schmidt). Starting instead with the Bernstein basis,
one obtains

Notice that here, Gram–Schmidt does not preserve the symmetries of the Bern-
stein basis, whilst L̈owdin does. These latter polynomials presumably maintain good
conditioning and have the advantage of being orthogonal.

They also seem to maintain the partition of unity property
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Fig. 17.3: Gram–Schmidt and Löwdin orthogonalisation of the Bernstein basis
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Exercises of Chapter 4

4.1 (a)⇐⇒(b)⇐⇒(c) Sincef ∈ X is determined by(λ ( f ))λ∈X′ ,

VΛ = IX ⇐⇒ f = IX f =VΛ f = ∑ j λ j( f ) f j , ∀ f

⇐⇒ λ ( f ) = ∑ j λ j( f )λ ( f j) = (∑ j λ ( f j)λ j)( f ), ∀ f ∈ X, ∀λ
⇐⇒ λ = ∑ j λ ( f j)λ j , ∀λ .

(a)⇐⇒(d)⇐⇒(e)⇐⇒(f) SinceV is ontoX, we can multiply and cancel byV on the
right, and sinceΛ is 1–1, we can multiply and cancel byΛ on the left. Thus

VΛ = IX ⇐⇒ G2 = Λ(VΛ)V = Λ(IX)V = G (multiply by Λ andV)

⇐⇒ V =V(ΛV) =VG (cancelΛ )

⇐⇒ Λ = (ΛV)Λ = GΛ (multiply by Λ , cancelV).

4.2 SincecΦ
j ( f ) = 〈 f ,S−1 f j〉 = 〈S−

1
2 f ,S−

1
2 f j〉, where(S−

1
2 f j) is the canonical

tight frame, we compute

〈 f ,g〉Φ = 〈(〈S− 1
2 f ,S−

1
2 f j〉),(〈S−

1
2 g,S−

1
2 f j〉)〉

= ∑
j
〈S− 1

2 f ,S−
1
2 f j〉〈S−

1
2 f j ,S

− 1
2 g〉= 〈S− 1

2 f ,S−
1
2 g〉 (Plancherel).

4.3 By Proposition 4.9,ξ j = ξk if and only if ψ j =ψk = v. In this case, writeξ j = ξk

as fv, to obtain
x= ∑

j
ξ j(x)ψ j = ∑

v∈Θ
mv fv(x)v.

Since the barycentric coordinates forΘ are unique, we have thatmv fv = ℓv.
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Exercises of Chapter 5

5.1 Suppose that( f j) is a disjoint union∪m{ f j : j ∈ Jm} of tight frames, with frame
boundsAm. Then for f j , j ∈ Jm, we have

S fj = ∑
k

〈 f j , fk〉 fk = ∑
k∈Jm

〈 f j , fk〉 fk = Am f j .

Conversely, suppose that eachf j is an eigenvector ofS. Let{λm} be the eigenvalues
of S, andΦm := { j : S fj = λm f j}. SinceS is Hermitian, its eigenspaces span(Φm)
are orthogonal, so that forf j ∈Φm, we have

SΦm f j = ∑
fk∈Φm

〈 f j , fk〉 fk = ∑
k

〈 f j , fk〉 fk = S fj = λm f j ,

and so (by linearity) eachΦm is a tight frame. Thus( f j) is the disjoint union of the
tight framesΦm.

5.2 (a) Since〈 f +g,φ j〉= 〈 f ,φ j〉 and〈 f +g,ψk〉= 〈g,ψk〉, we obtain

S( f +g) = ∑
j
〈 f +g,φ j〉φ j +∑

k

〈 f +g,ψk〉ψk = SΦ( f )+SΨ (g).

(b) The dual vector toφ j +0∈Φ ∪Ψ is

S−1(φ j +0) = S−1
Φ (φ j)+S−1

Ψ (0) = φ̃ j +0,

and similarly for 0+ψk ∈Φ ∪Ψ .
(c) Since〈φ j +0,0+ψk〉= 0, the entries of the Gramian are zero if they correspond
to a vector inΦ and one inΨ .

5.3 Let P1 andP2 be the orthogonal projections ontoH1 andH2. Then

(〈 f +g,φ j +ψ j〉) = (〈 f ,φ j〉)+(〈g,ψ j〉) =V∗ f +W∗g,

so that

(φ j +ψ j) is a frame forH1⊕H2

⇐⇒ U = [φ j +ψ j ] : FJ→H1⊕H2 is onto

⇐⇒ U∗ =V∗P1+W∗P2 : f +g 7→ (〈 f +g,φ j +ψ j〉) is 1–1

⇐⇒ ran(V∗)∩ ran(W∗) = 0 (sinceV∗ : H1→ FJ andW∗ : H2→ FJ are 1–1).

5.4 (a) Since‖ f +g‖2 = ‖ f‖2+ ‖g‖2, ∀ f +g∈H1⊕H2, we may add the frame
bounds

AΦ‖ f‖2≤ 〈SΦ f , f 〉 ≤ BΦ‖ f‖2, AΨ‖g‖2≤ 〈SΨ g,g〉 ≤ BΨ‖g‖2,

to obtain the sharp inequalities
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min{AΦ ,AΨ}‖ f +g‖2≤ 〈S( f +g), f +g〉 ≤max{BΦ ,BΨ}‖ f +g‖2.

Thus the sequence is frame forH1⊕H2, with the above frame bounds.
(b) SupposeS( f +g) = SΦ( f )+SΨ (g). ThenS (and henceS−1) mapsH j →H j ,
so that

f +g= S−1(SΦ( f )+SΨ (g)) = S−1SΦ( f )+S−1SΨ (g)

=⇒ f = S−1SΦ( f ), g= S−1SΨ (g)

=⇒ S−1( f ) = S−1
Φ ( f ), S−1(g) = S−1

Ψ (g).

Similarly, S−1( f +g) = S−1
Φ ( f )+S−1

Ψ (g) implies thatS( f ) = SΦ( f ), S(g) = SΨ (g).

5.5 Suppose that( f j) is a simple lift, sayf j = φ j +αψ ∈H ⊕K , ∑ j φ j = 0. Then

∑
j

f j = α|J|ψ 6= 0, 〈∑
j

f j , fk〉= 〈α|J|ψ,φk+αψ〉= |α|2|J|〈ψ,ψ〉.

Conversely, suppose thatψ := ∑ j f j 6= 0 and〈∑ j f j , fk〉 = C, ∀k. Let P be the
orthogonal projection ontoψ⊥. Then( f j) is the direct sum

f j = P f j +(I −P) f j = P f j +
〈 f j ,ψ〉
〈ψ,ψ〉ψ = P f j +

C
〈ψ,ψ〉ψ,

which is a simple lift of(P f j).
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Exercises of Chapter 6

6.1 Since A is Hermitian, it is unitarily diagonalisable, with real eigenvalues
λ1, . . . ,λn, and an orthonormal basis of eigenvectors{u1, . . . ,un}. The inequality
follows from the Cauchy-Schwartz inequality applied to(1, . . . ,1) and(λ1, . . . ,λn),
with equality if and only ifλ1 = · · ·= λr = c. Thus

A=
d

∑
j=1

λ ju ju
∗
j =

r

∑
j=1

cuju
∗
j = c[u1, . . . ,ur ][u1, . . . ,ur ]

∗ = cUU∗.

6.2 With K := ∑ j〈 f j , f j〉= ∑ j ‖ f j‖2 > 0, we have

(n2−n)max
j 6=k
|〈 f j , fk〉|2+∑

j
|〈 f j , f j〉|2≥∑

j
∑
k

|〈 f j , fk〉|2≥
K2

d
.

6.3 In matlab , we take a quotient, with value≤ d (with equality for a tight frame)
c=[]; m=100; d=7;
for n=d:m,
V=rand(d,n)-1/2; c(n)=trace(V’ * V)ˆ2/norm(V’ * V,’fro’)ˆ2;
end;
c(1)=0, c(m+1)=d, plot(c)
Large numbers of vectors do give frames which are close to tight. The fact that tight
frames correspond to cubature rules gives a heuristic explanation for this. A more
precise treatment ofrandom framesis given in [Ehl12].

6.4 (a) ForF1 = F, the condition for perfect tightness becomes

2|v jvk|2+
|v j |4+ |vk|4

n−1
=

1
d

(

2|v j |2|vk|2+
|v j |4+ |vk|4

n−1

)

,

which holds if and only ifd = 1 (for v j 6= 0).
(b) Suppose some vectorvk is zero, then the perfect tightness condition gives

‖v j‖4
n−1

=
1
d

(‖v j‖4
n−1

)

,

which can only hold (forv j 6= 0) if d = 1.
(c) An equal–norm frame is perfect if and only if it is an equiangular tight frame.
(d) This is an open question.

6.5 If ( f j) is orthogonal, i.e.,|〈 f j , fk〉| = 0, j 6= k, then FP( f1, . . . , fn) = n, while
any other choice gives a larger value.

6.6 The lower bound, and equality, follow directly from Theorem6.1. For the upper
bound, Cauchy–Schwarz gives
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∑n
j=1 ∑n

k=1 |〈 f j , fk〉|2
(

∑n
j=1‖ f j‖2

)2 ≤ ∑n
j=1 ∑n

k=1‖ f j‖2‖ fk‖2
(

∑n
j=1‖ f j‖2

)2 = 1,

with equality if and only if all f j and fk are scalar multiples of each other.

6.7 The integral overS is invariant under a unitary change of variablesU .
(a) ChooseU with Ue1 = y/‖y‖, so that〈y,Ux〉= ‖y‖〈e1,x〉, which gives

∫

S
pydσ =

∫

S
(py◦U)dσ =

∫

S
‖y‖2pe1 dσ = ‖y‖2

∫

S
pe1 dσ = c‖y‖2.

Thus
1
n ∑

j
|〈y,φ j〉|2 =

1
n ∑

j
py(φ j) =

∫

S
pydσ = c‖y‖2,

i.e.,Φ is a tight frame.
(b) SinceΠ ◦2 (Rd) = span{py : y∈ Rd}, it suffices to considerp= py

∫

S
pydσ = c‖y‖2 = c

1
A

n

∑
j=1
|〈y,φ j〉|2 =

c
A

n

∑
j=1

py(φ j).

6.8 By Proposition 6.1, we seek a balanced equal–norm tight frame of n (distinct)
vectors forRd. We must haven> d, since the sum of the vectors in an orthonormal
basis is nonzero. LetV = [v1, . . . ,vn] be a balanced normalised tight frame forRd.
The conditionV be balanced is that it is orthogonal to the normalised tight frame
U = [1/

√
n, . . . ,1/

√
n] (see Lemma 5.1). LetW = [w1, . . . ,wn] be the complement

of the direct sum ofU andV, which is a balanced tight frame forRn−1−d. Since
there is no balanced tight frame ofn vectors forR1 whenn is odd, we cannot have
n−1−d = 1 andn odd. In all the other cases, 2–designs can be obtained by taking
anunlifted real cyclic harmonic frameof n vectors forRd (see Corollary 11.3).

6.9 (a) Fort = 1 ord = 1, we havect(d,R) = ct(d,C). For t > 1, we have

ct(d,C)
ct(d,R)

=
ct−1(d,C) t

d+t−1

ct−1(d,R) 2t−1
d+2(t−1)

=
ct−1(d,R)
ct−1(d,C)

t(d+2t−2)
t(d+2t−2)+(t−1)(d−1)

,

and so, by induction, there is strict inequality fort > 1, d > 1.
(b) Usingc t

2
(d,R) = 1·3·5···(t−1)

d(d+2)···(d+t−2) , x⊗
t
2 ⊗ x⊗

t
2 = x⊗t , ∑k‖ fk‖2t = n, we get the

following conditions, which are equivalent to being an order t spherical half–design,

n

∑
j=1

n

∑
k=1

〈 f j , fk〉t = n2 1·3·5· · ·(t−1)
d(d+2) · · ·(d+ t−2)

,

‖x‖t = 〈x,x〉 t
2 =

1
n

d(d+2) · · ·(d+ t−2)
1·3·5· · ·(t−1)

n

∑
j=1
|〈x, f j〉|t , ∀x∈ Rd,
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∫

S
x⊗t dσ(x) =

1
n

n

∑
j=1

f⊗t
j .

(c) For a monomialxα , (−x)α = (−1)|α |xα , so the space of odd polynomials is
Π ◦1 ⊕Π ◦3 ⊕Π ◦5 ⊕·· · , and by (6.26), we have

∫

S
xα dσ(x) = 0=

1
n

n/2

∑
j=1

{
( f j)

α +(− f j)
α}, |α|= 1,3,5, . . . .

Thus (6.33) integrates the odd monomials, and hence all odd polynomials.

6.10 (a) The claim is that for all bivariate polynomialsp∈Πn−1(R
2)

∫

S(R2)
p(x,y)dσ(x,y) =

1
2π

∫ 2π

0
p(cosθ ,sinθ)dθ =

1
n

n

∑
j=1

p
(
cos

2π
n

j,sin
2π
n

j
)
.

By identifing(x,y) ∈ R2 with z= x+ iy ∈ C, this can be written as

∫

S(C)
q(z,z)dσ(z) =

1
n

n

∑
j=1

q
(
ω j ,ω j

)
, ω := e

2π
n , ∀q∈Πn−1(R

2).

Let q(z,z) := zαzβ , α +β < n. Thenα = β or α−β 6≡ 0 (mod n), so that

1
n

n

∑
j=1

q(z,z) =
1
n

n

∑
j=1

(ω j)α(ω− j)β =
1
n

n

∑
j=1

ω(α−β ) j =

{

0, α 6= β ;

1, α = β .

This equals the integral
∫

S(C) zαzβ dσ(z), which is given by takingd = 1 in (6.25).

(b) It suffices to show (6.9), i.e., that(w j) is a spherical(t, t)–design forR2. Using
the trigonometric identity cos2 θ = cos2θ+1

2 , and the cubature rule of (a), we have

∑
j
∑
k

|〈w j ,wk〉|2t = ∑
j
∑
k

(

cosj
π
n

cosk
π
n
+sin j

π
n

sink
π
n

)2t

= ∑
j
∑
k

(

cos( j−k)
π
n

)2t
= ∑

j
∑
k

(cos2π
n ( j−k)+1

2

)t

= n2 1
n ∑

j

(cos2π
n j +1

2

)t
= n2 1

2π

∫ 2π

0

(cosθ +1
2

)t
dθ .

By (6.25), withα = (t,0) andd = 2, the integral simplifies to

1
2π

∫ 2π

0

(cosθ +1
2

)t
dθ =

1
π

∫ 2π

0

(

cos
θ
2

)2t dθ
2

=
1
π

∫ π

0
(cosx)2t dx

=
1

2π

∫ 2π

0
(cosx)2t dx=

(1
2)t

(2
2)t

=
1
2
· 3
4
· · · 2t−3

2t−2
· 2t−1

2t
= ct(d,R).
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6.11 We verify (6.39), noting thatc2(d,C) = 2
d(d+1) , c3(d,C) = 6

d(d+1)(d+2) .

(a)d2
{

(d2−1)
(

1√
d+1

)4
+14

}

= 2d3

d+1 = 2
d(d+1) (d

2)2.

(b) md
{

(md−d)
(

1√
d

)4
+14+(d−1)04

}

= m(m+d−1) = 2
d(d+1) (md)2 if and

only if m= d+1 (d 6= 1).

(c) d(d+1)
{

(d(d+1)−d)
(

1√
d

)6
+16+(d−1)06

}

= (d+1)2 = 6d2(d+1)2

d(d+1)(d+2) if

and only ifd = 2.

6.12 Verify that 40(1+27( 1√
3
)2t) = ct(4,C)402 holds fort = 1,2,3.

6.13 The common angle is|〈v j ,vk〉| = 1
d

√
d(n−d)

n−1 = 1√
d+2

, j 6= k (see Exer. 2.16).
Thus

∑
j
∑
k

|〈v j ,vk〉|4 = (n2−n)
(1

d

√

d(n−d)
n−1

)4
+n,

c2(d,R)
(

∑
ℓ

‖vℓ‖4
)2

=
1·3

d(d+2)
n2,

and a simple calculation shows that these are equal if and only if n= 1
2d(d+1).

6.14 (a) It is easy to see the vectors inΦ0 = (v j) (64 of type 1 and 56 of type 2)
satisfy|〈v j ,vk〉| ∈ {0,1,2}. Forv j fixed, a simple calculation shows that the number
of times|〈v j ,vk〉| takes the values 0,1,2 is 63,56,1. Thus we verify (6.39) as follows

∑
j
∑
k

|〈v j ,vk〉|6 = 120(63·06+56·16+1·26)

=
1·3·5

8·10·12
(120·23)2 = c3(8,R)

(

∑
ℓ

‖vℓ‖6
)2

.

(b) By (a),Φ0 and henceΦ integrates all homogeneous polynomials of degree 6,
and therefore of degrees 0,2,4 also. SinceΦ is centrally symmetric it integrates all
homogeneous polynomials of odd order, and in particular those of orders 1,3,5,7.

6.15 Take f = x⊗t , g = y⊗t in the Plancherel identity (2.4) for the tight frame for
Symt(H ), using (2.9) and (6.16) to determineA

〈x⊗t ,y⊗t〉= 1
A ∑

j
〈x⊗t , f⊗t

j 〉〈 f⊗t
j ,y⊗t〉,

(
t +d−1

t

)

A= ∑
ℓ

‖ f⊗t
ℓ ‖2.

After simplification by (6.17) this gives (a). Settingy= x gives (b).

6.16 Recall (Exer. 2.11) thatH has inner product given by〈x,y〉 := 〈x,y〉, x,y∈H ,
and so the apolar inner product on Symt(H )⊗Symt(H ) satisfies

〈x⊗t ⊗y⊗t ,v⊗t ⊗w⊗t〉◦ = 〈x,v〉t〈y,w〉t = (〈x,v〉〈y,w〉)t , x,y,v,w∈H .
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Write ξ = a−b. Using (6.29), we obtain

〈a,a〉=
∫

S

∫

S
〈x⊗t ⊗x⊗t ,y⊗t ⊗y⊗t〉◦dσ(x)dσ(y) =

∫

S

∫

S
|〈x,y〉|2t dσ(x)dσ(y)

=

∫

S
‖y‖2tct(d,F)dσ(y) = ct(d,F),

〈b,b〉= 1
C2 ∑

j
∑
k

〈 f⊗t
j ⊗ f j

⊗t
, f⊗t

k ⊗ fk
⊗t〉◦ =

1
C2 ∑

j
∑
k

|〈 f j , fk〉|2t ,

〈a,b〉= 1
C ∑

j

∫

S
〈x⊗t ⊗x⊗t , f⊗t

j ⊗ f j
⊗t〉◦dσ(x) =

1
C ∑

j

∫

S
|〈x, f j〉|2t dσ(x)

=
1
C ∑

j
‖ f j‖2tct(d,F) = ct(d,F) = 〈b,a〉,

which combine to give the result forξ . Let Px := 〈·,x⊗t〉x⊗t . The Frobeneous inner
product betweenPx andPy is (cf. Exer. 3.1)

〈Px,Py〉F = trace(PxP
∗
y ) = 〈x⊗t ,y⊗t〉〈y⊗t ,x⊗t〉= |〈x,y〉|2t .

Using this, a simple modification of the above argument givesthe result for

Q=

∫

S
Px dσ(x)− 1

C

n

∑
j=1

Pf j .

6.17 (a) The linear functionalsf 7→ ∂ α ∂ β
f (0), |α| = t, |β | = r are dual to these

monomials. Thus counting gives the dimension.
(b) Recall (Exer. 2.11) that〈v,w〉 := 〈w,v〉. Thus the inner product induced by taking
the apolar inner product on Symt(H ∗) and Symr(H

∗
) is given by

〈〈·,v〉t〈x, ·〉r ,〈·,w〉t〈y, ·〉r〉◦ = 〈〈·,v〉⊗t ⊗〈·,x〉⊗t ,〈·,w〉⊗t ⊗〈·,y〉⊗r〉
= 〈〈·,v〉,〈·,w〉〉t〈〈·,x〉,〈·,y〉〉r = 〈w,v〉t〈y,x〉r .= 〈w,v〉t〈x,y〉r .

(c) Let p= 〈·,v〉t〈x, ·〉r andy= w in (6.71), to obtain

〈p,〈·,w〉t〈w, ·〉r〉◦ = 〈w,v〉t〈x,w〉r = p(w).

(d) If p∈Π ◦t,r(Cd) is orthogonal toP, then by (c) we have

p(w) = 〈p,〈·,w〉t〈w, ·〉r〉= 0, ∀w =⇒ P⊥ = 0 =⇒ Π ◦t,r(Cd) = P.

(e) It suffices to considerp= 〈·,v〉t〈x, ·〉r , q= 〈·,w〉t〈y, ·〉r . We have

〈∂ ,v〉(〈z,w〉) = (∑ j v j∂ j)(∑k wkzk) = v1w1+ · · ·+vdwd = 〈w,v〉,

〈∂ ,x〉(〈z,y〉) = (∑ j x j∂ j)(∑k ykzk) = x1y1+ · · ·+xdyd = 〈x,y〉.
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Sinceq̃(z) = 〈z,w〉t〈y,z〉r = 〈z,w〉t〈z,y〉r , andp(∂ )q̃ is a constant, we obtain

p(∂ )q̃(z) = 〈∂ ,v〉t〈∂ ,x〉r(〈z,w〉t〈z,y〉r) = t!〈w,v〉tr!〈x,y〉r = t!r!〈p,q〉◦.

6.18 Making the substitution (6.41) in Theorem 6.7 gives:

(a)ct(d,F)‖x‖2t =
n

∑
j=1

w j |〈x,φ j〉|2t , x∈ Fd.

(b) ct(d,F)〈x,y〉t =
n

∑
j=1

w j〈x,φ j〉t〈φ j ,y〉t , x∈ Fd.

(c)
∫

S
p(x)dσ(x) =

n

∑
j=1

w j p(φ j), ∀p∈Π ◦t,t(S).

(d)
∫

S
x⊗t ⊗x⊗t dσ(x) =

n

∑
j=1

w j (φ⊗t
j ⊗φ j

⊗t
).

(e)
∫

S
〈·,x⊗t〉x⊗t dσ(x) =

n

∑
j=1

w j 〈·,φ⊗t
j 〉φ⊗t

j .

(f)
∫

S

∫

S
g
(
|〈x,y〉|2

)
dσ(y)dσ(x) =

n

∑
j=1

n

∑
k=1

w jwk g
(
|〈φ j ,φk〉|2

)
, ∀g∈Πt(R).

6.19 (a) Since‖x‖2t = (x1+ · · ·+xd)
t , 〈x,v〉2t = (v1x1+ · · ·vdxd)

2t , we have

∂
∂x j
‖x‖2t = 2tx j‖x‖t−1,

( ∂
∂x j

)2
‖x‖2t = 2t‖x‖t−1+2tx j(2(t−1)x j‖x‖t−2),

∂
∂x j
〈x,v〉2t = 2tv j〈x,v〉2t−1,

( ∂
∂x j

)2
〈x,v〉2t = 2tv j(2(t−1)v j)〈x,v〉2t−2.

(b) Since‖z‖2 = z1z1+ · · ·+zdzd, |〈z,v〉|2 = (z1v1+ · · ·+zdvd)(z1v1+ · · ·+zdvd)

∂ j(‖z‖2t) = tzj‖z‖2(t−1), ∂ j∂ j(‖z‖2t) = t‖z‖2t−2+ tzj(t−1)zj‖z‖2(t−2),

∂ j(|〈z,v〉|2t) = t|〈z,v〉|2(t−1)v j〈z,v〉,

∂ j∂ j(|〈z,v〉|2t) = t|〈z,v〉|2(t−1)v jv j + t(t−1)|〈z,v〉|2(t−2)〈z,v〉v jv j〈z,v〉.
(c) Applying the Laplacian in each case gives

ct(d,R)2t(d+2t−2)‖x‖2(t−1) =
1

∑ℓ ‖ fℓ‖2t

n

∑
j=1

2t(2t−1)|〈x, f j〉|2(t−1)‖ f j‖2,

ct(d,C)4t(t +d−1)‖z‖2(t−1) =
1

∑ℓ ‖ fℓ‖2t

n

∑
j=1

4t2|〈z, f j〉|2(t−1)‖ f j‖2,

which is the Bessel identity fort replaced byt−1, since

ct(d,R)
d+2t−2

2t−1
= ct−1(d,R), ct(d,C)

t +d−1
t

= ct−1(d,C).
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Remark.This (with induction) provides an alternative proof of Proposition 6.2.

6.20 We verify the generalised Bessel identity (6.31). LetC=∑ j ‖v j‖2t =∑k‖wk‖2t .
Then

ct(d,F)‖x‖2t =
1
2

( 1
C ∑

j
|〈x,v j〉|2t +

1
C ∑

k

|〈x,wk〉|2t
)

=
1

2C

(

∑
j
|〈x,v j〉|2t +∑

k

|〈x,wk〉|2t
)

, ∀x∈ Fd,

where 2C= ∑ j ‖v j‖2t +∑k‖wk‖2t .

6.21 Suppose that( f j)
n
j=1 is a weighted(t, t)–design with the minimal number

of vectors. We claim that the polynomialsx 7→ |〈x, f j〉|2t in Π ◦t,t(Fd) are linearly
independent, and hence obtain the result by a dimension count using (6.16) and
(6.70). First scale( f j) so that the generalised Bessel identity (6.31) becomes

‖x‖2t =
n

∑
j=1
|〈x, f j〉|2t , ∀x∈ Fd.

Now, by way of contradiction, suppose that∑ j c j |〈x, f j〉|2t = 0, wherec j ∈ R, and,
without loss of generality,c j ≤ cn = 1,∀ j. Subtracting this from the above gives

‖x‖2t =
n−1

∑
j=1

(1−c j)|〈x, f j〉|2t =
n−1

∑
j=1
|〈x,v j〉|2t , ∀x∈ Fd.

wherev j := (1−c j)
1
2t f j . Thus, by the generalised Bessel identity (6.31),(v j)

n−1
j=1 is

a (t, t)–design ofn−1 vectors forFd, which contradicts the minimality ofn.

6.22 The generalised Plancherel identity (6.32) implies the holomorphic polynomial
x 7→ 〈x,y〉t is in the span of the polynomialsx 7→ 〈x, f j〉t , 1≤ j ≤ n. By Exer. 6.17,
the polynomials{x 7→ 〈x,y〉 : y∈ Fd} spanΠ ◦t (Cd) = Π ◦t,0(Cd), with a similar result

for Rd, and so we have

n≥ dim(Π ◦t (Fd)) =

(
t +d−1

d−1

)

.

6.23 Suppose that( f j) is the tight frame corresponding to a(t, t)–design(g j), i.e.,
f j = ‖g j‖t−1g j (see Proposition 6.2). Taking norms gives‖ f j‖ = ‖g j‖t , and hence

g j = f j/‖ f j‖
t−1

t . Substituting this into (6.39) gives the condition

n

∑
j=1

n

∑
k=1

∣
∣
∣〈 f j

‖ f j‖
t−1

t

,
fk

‖ fk‖
t−1

t

〉
∣
∣
∣

2t
= ct(d,F)

( n

∑
ℓ=1

‖ fℓ

‖ fℓ‖
t−1

t

‖2t
)2

.
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6.24 (a) 〈Px,Py〉= trace(xx∗yy∗) = trace(y∗xx∗y) = 〈x,y〉〈y,x〉= |〈x,y〉|2.
(b) By (a), we haveρ(Px,Py)

2 = 〈Px−Py,Px−Py〉= 2−2〈Px,Py〉.
(c) By (a) and (b), we haveρ(Px,Py)

2 = 2−2〈Px,Py〉= 2−2|〈 x
‖x‖ ,

y
‖y‖ 〉|2.

(d) Clearly trace(Px− 1
d I) = 1− 1

dd = 0, and we calculate
‖(Px− 1

d I)− (Py− 1
d I)‖2 = 〈Px−Py,Px−Py〉= 2−2〈Px,Py〉= ρ(Px,Py)

2.

6.25 ForF= R,C, eachp 6= 0 can be expressed as a finite sum of monomials:

p(x) = ∑
j

c jx
j (c j 6= 0), p(z) = ∑

(α ,β )
cα ,β zαzβ (cα ,gb 6= 0).

Since these monomials are linearly independent, we have

p(ax) = ∑
j
(a jc j)x

j = p(x), ∀a =⇒ c ja
j = c j , ∀a =⇒ p is even,

p(az) = ∑
(α ,β )

(a|α |a|β |cα ,β )zαzβ = p(z) =⇒ cα ,β a|α |−|β | = cα ,β , ∀a

so that|α|= |β | for cα ,β 6= 0. Hence in both casesp∈ ⊕ jΠ j, j .

6.26 Suppose thatf (x+a)− f (a) = b has two solutionsj andk (for somea and
b). Then

y j+a−y j = b= yk+a−yk =⇒ (y j −yk)(ya−1) = 0,

so that eitherj = k or a= 0. Thus for(a,b) 6= (0,0) there is at most one solution to
f (x+a)− f (a) = b, and sof is 1–uniform.

6.27 The equations haved+2d(d−1) = d(2d−1) solutions of the form

(w,x,y,z) = (w,w,w,w), (w,x,y,z) = (w,x,w,x) or (w,x,x,w).

We can rewrite the equations as

w−z= y−x= a, f (w)− f (z) = f (y)− f (x) = b,

for somea∈ G, b∈ H. We now treat cases. Fora = 0, we havez= w, y = x. For
a 6= 0, we havew= z+a, y= x+a, so that

f (z+a)− f (z) = f (x+a)− f (x) = b

and the 1–uniformity off implies z= x, and sow = y. Thus there are only the
d(2d−1) solutions first mentioned.

6.28 (a) Subtracting the component of the force in the directiona gives

EFF(a,b) = v−〈v,a〉a= 〈a,b〉(〈b,a〉a−b).

(b) Sincea j is aλ–eigenvector of the frame operatorS, and EFF(a j ,a j) = 0,
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∑
k6= j

EFF(a j ,ak) = ∑
k

〈a j ,ak〉(〈ak,a j〉a j −ak) = 〈Saj ,a j〉a j −Saj = λa j −λa j = 0.

6.29 A simple calculation, using∂
∂zz= 0, ∂

∂zz= 1, gives

∂
∂vαβ

〈v j ,vk〉=
∂

∂vαβ
∑
s

vs jvsk= δkβ vα j .

Therefore (using the chain rule), we calculate

∂ p
∂vαβ

(V) = ∑
j
∑
k

t|〈v j ,vk〉|2(t−1) ∂
∂vαβ

(

〈v j ,vk〉〈vk,v j〉
)

= ∑
j
∑
k

t|〈v j ,vk〉|2(t−1)
(

δkβ vα j〈vk,v j〉+ 〈v j ,vk〉δ jβ vαk

)

= ∑
j

t|〈v j ,vβ 〉|2(t−1)vα j〈vβ ,v j〉+∑
k

t|〈vβ ,vk〉|2(t−1)〈vβ ,vk〉vαk

= 2t ∑
j
|〈v j ,vβ 〉|2(t−1)〈vβ ,v j〉vα j ,

∂g
∂vαβ

(V) = ∑
ℓ

t‖vℓ‖2(t−1) ∂
∂vαβ

〈vℓ,vℓ〉= ∑
ℓ

t‖vℓ‖2(t−1)δℓβ vαℓ = t‖vβ‖2(t−1)vαβ .

6.30 To find the entries of the Hessian, we use the Wirtinger calculus:

∂
∂z

=
1
2

( ∂
∂x

+ i
∂
∂x

)

,

which gives

∂ 2h
∂xab∂xαβ

= 2ℜ
( ∂ 2h

∂vab∂xαβ

)

,
∂ 2h

∂yab∂xαβ
= 2ℑ

( ∂ 2h
∂vab∂xαβ

)

,

∂ 2h
∂xab∂yαβ

= 2ℜ
( ∂ 2h

∂vab∂yαβ

)

,
∂ 2h

∂yab∂yαβ
= 2ℑ

( ∂ 2h
∂vab∂yαβ

)

.

We now takeh= p andh= g. By Exer. 6.29, we have

∂ p
∂xαβ

(V) = 2ℜ
( ∂ p

∂vαβ
(V)
)

= 2t ∑
j
|〈v j ,vβ 〉|2(t−1)(vα j〈vβ ,v j〉+vα j〈v j ,vβ 〉

)
,

∂g
∂xαβ

(V) = 2ℜ
( ∂g

∂vαβ
(V)
)

= t‖vβ‖2(t−1)(vαβ +vαβ ).

Differentiating these gives
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∂ 2p
∂vab∂xαβ

(V) = 2t ∑
j
|〈v j ,vβ 〉|2(t−1) ∂

∂vab

(
vα j〈vβ ,v j〉+vα j〈v j ,vβ 〉

)

+2t ∑
j

2ℜ
(
vα j〈vβ ,v j〉

)
(t−1)|〈v j ,vβ 〉|2(t−2) ∂

∂vab

(
〈v j ,vβ 〉〈vβ ,v j〉

)

= 2t ∑
j
|〈v j ,vβ 〉|2(t−1)(vα jδb jvaβ +δaα δb j〈v j ,vβ 〉+vα jδbβ va j

)

+4t ∑
j

ℜ
(
vα j〈vβ ,v j〉

)
(t−1)|〈v j ,vβ 〉|2(t−2)(〈v j ,vβ 〉δb jvaβ +δbβ va j〈vβ ,v j〉

)

= 2t|〈vb,vβ 〉|2(t−1)(vαbvaβ +δaα〈vb,vβ 〉
)
+2tδbβ ∑

j
|〈v j ,vβ 〉|2(t−1)vα jva j

+4t(t−1)|〈vb,vβ 〉|2(t−2)ℜ
(
vαb〈vβ ,vb〉

)(
vaβ 〈vb,vβ 〉

)

+4t(t−1)δbβ ∑
j
|〈v j ,vβ 〉|2(t−2)ℜ

(
vα j〈vβ ,v j〉

)
va j〈vβ ,v j〉,

∂ 2g
∂vab∂xαβ

(V) = t‖vβ‖2(t−1) ∂
∂vab

(vαβ +vαβ )

+ t(t−1)‖vβ‖2(t−2)(vαβ +vαβ )
∂

∂vab
〈vβ ,vβ 〉

= t‖vβ‖2(t−1)δaα δbβ + t(t−1)‖vβ‖2(t−2)(vαβ +vαβ )δbβ vaβ .

Similarly, since 2ℑ(z) = i(z−z), we have

∂ p
∂yαβ

(V) = 2ℑ
( ∂ p

∂vαβ
(V)
)

= 2t ∑
j
|〈v j ,vβ 〉|2(t−1)i

(
vα j〈v j ,vβ 〉−vα j〈vβ ,v j〉

)
,

∂g
∂yαβ

(V) = 2ℑ
( ∂g

∂vαβ
(V)
)

= t‖vβ‖2(t−1)i(vαβ −vαβ ).

Differentiating these gives

∂ 2p
∂vab∂yαβ

(V) = 2t ∑
j
|〈v j ,vβ 〉|2(t−1)i

(
δaα δb j〈v j ,vβ 〉+vα jδbβ va j−vα jδb jvaβ

)

+4t ∑
j

ℑ
(
vα j〈vβ ,v j〉

)
(t−1)|〈v j ,vβ 〉|2(t−2)(〈v j ,vβ 〉δb jvaβ +δbβ va j〈vβ ,v j〉

)

= 2ti|〈vb,vβ 〉|2(t−1)(δaα〈vb,vβ 〉−vαbvaβ
)
+2tiδbβ ∑

j
|〈v j ,vβ 〉|2(t−1)vα jva j

+4t(t−1)|〈vb,vβ 〉|2(t−2)ℑ
(
vαb〈vβ ,vb〉

)(
vaβ 〈vb,vβ 〉

)

+4t(t−1)δbβ ∑
j
|〈v j ,vβ 〉|2(t−2)ℑ

(
vα j〈vβ ,v j〉

)
va j〈vβ ,v j〉,

∂ 2g
∂vab∂yαβ

(V) = tδaα δbβ i‖vβ‖2(t−1)+2tℑ(vαβ )(t−1)‖vβ‖2(t−2)δbβ vaβ .
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From these formulas one can calculate the Hessian matrix ofp andg. To find the
Hessian matrix off := p−ct(d,Fd)g2, use the fact

∂ 2

∂ r∂s
(g2) =

∂
∂ r

(

2g
∂g
∂s

)

= 2g(V)
∂ 2g
∂ r∂s

+2
∂g
∂ r

∂g
∂s

, r,s∈ X.

6.31 (a) Let f1 = (1,0), f2 = (1,1). Then

g(x,y) =
2
3

2x2+2xy+y2

x2+y2 , g(1,0) =
4
3
, g(0,1) =

2
3
.

(b) Expand‖∑ j c j f j‖2 = 〈∑ j c j f j ,∑k ck fk〉= ∑ j ∑k c jck〈 f j , fk〉, so that

‖∑
j

c j f j‖2≤∑
j
∑
k

|c j ||ck||〈 f j , fk〉| ≤∑
j
∑
k

|c j |
√

|〈 f j , fk〉|ck

√

|〈 f j , fk〉|.

By Cauchy–Schwarz, using the fact that both norms are equal,we have

‖∑
j

c j f j‖2≤∑
j
∑
k

|c j |2|〈 f j , fk〉|= ∑
j
|c j |2∑

k

|〈 f j , fk〉|.

(c) Takec j = 〈x, f j〉/(∑ℓ |〈 fℓ, f j〉|) in (b), and simplify.
(d) Use∑ℓ |〈 fℓ, f j〉| ≤maxk ∑ℓ |〈 fℓ, fk〉|, ∀ j.
(e) In the argument, apply Cauchy–Schwarz in the form

‖∑
j

c j f j‖2≤∑
j
∑
k

|c j ||ck||〈 f j , fk〉| ≤
(

∑
j
∑
k

|c j |2|ck|2
) 1

2
(

|〈 f j , fk〉|2
) 1

2

=
(

∑
j
|c j |2

)(

|〈 f j , fk〉|2
) 1

2
.

Now takec j = 〈x, f j〉 in |∑ j c j〈x, f j〉|2≤ ‖x‖2(∑ j |c j |2)(|〈 f j , fk〉|2)
1
2 .
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Exercises of Chapter 7

7.1 (a) A block matrix calculation gives

(I 0)

(

U11 U12
U21 U22

)

= (U11 U12) = (I 0) =⇒ U =

(

I 0
0 U22

)

.

(b) Since dim(U(Fn))−dim(U(Fn−d)), we calculate

dim(Nn,Rd) =
1
2

n(n−1)− 1
2
(n−d)(n−d−1) =

1
2

d(2n−d−1),

dim(Nn,Cd) = n2− (n−d)2 = d(2n−d) = 2dim(Nn,Rd)+d.

7.2 (a) The derivative

f ′(t) =
2√

1− t2

(

t
√

1− t2(‖v‖2−‖w‖2)+(1−2t2)α
)

, t 6= 1,

can be zero only when

t2(1− t2)β = (1−2t2)2α2, β := (‖v‖2−‖w‖2)2.

For 4α2+β 6= 0, this gives

t2 =
1± r

2
, r :=

√

β
β +4α2 .

For thist, we obtain

f (t) =
1
2
(‖v‖2+‖w‖2)± r

2
(‖v‖2−‖w‖2)+

√

1− r2α.

This is clearly maximised by the choice for which±(‖v‖2−‖w‖2) =
√

β (and is
minimised by the other choice). Thus possible local maximumand minimum values
are

f (t) =
1
2
(‖v‖2+‖w‖2)± r

2

√

β +
√

1− r2α =
1
2
(‖v‖2+‖w‖2)+ 1

2
±β +4|α|α
√

β +4α2
.

(b) The choices ofα that give the maximum and minimum value of the possible
local maximum value and possible local minimum value from (a) are

α = σ〈v,w〉= |〈v,w〉|, α = σ〈v,w〉=−|〈v,w〉|,

which give the values

f (t) =
1
2
(‖v‖2+‖w‖2)± 1

2

√

β +4α2.
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(c) We havef (0) = ‖w‖2, f (1) = ‖v‖2. Since
√

β +4α2 ≥
√

β = |‖v‖2−‖w‖2|,
the maximum and minimum values of (b) are the global maximum and minimum.

7.3 (a),(b) Since the vectors ofV(k) satify (7.7), the condition (i) gives

n

∑
j=k+1

‖v(k)j ‖2 =
n

∑
j=k+1

a j .

Suppose that‖v(k)k+1‖2 < ak+1 and (a) does not hold, i.e.,‖v(k)j ‖= 0, j ≥ k+2. Then

n

∑
j=k+1

‖v(k)j ‖2 = ‖v
(k)
k+1‖2 < ak+1≤

n

∑
j=k+1

a j ,

which is a contradiction. Now suppose that‖v(k)k+1‖2 > ak+1 and (b) does not hold,

i.e.,‖v(k)j ‖2 > ak+1, ∀ j ≥ k+2. Then we again obtain a contradiction

n

∑
j=k+1

‖v(k)j ‖2 >
n

∑
j=k+1

ak+1≥
n

∑
j=k+1

a j .
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Exercises of Chapter 8

8.1 (a) The forward implication follows by taking the inner product with f , and the
reverse follows from the polarisation identity (as in Exer.2.2).
(b) It follows from (8.30) that set ofc= (c j) satisfying (8.29) is an affine subspace
of Fn, and so has an element of minimialℓ2–norm. Ifc= (c j) satisfies (8.30), then
so does(ℜ(c j)). Since|ℜ(c j)| ≤ |c j |, thec with minimal ℓ2–norm must have real
entries. Taking the trace of the linear operators in (8.29) gives

trace(IH ) = dim(H ) = ∑
j

c j trace(φ jφ ∗) = ∑
j

c j‖φ j‖2.

8.2 (a) S is Hermitian, and (8.31) givesAIH ≤ S≤ BIH . ThusS has eigenvalues
0< A≤ λ ≤ B, and so is invertible, with(1/B)IH ≤ S−1≤ (1/A)IH .
(b) The signed frame operator of( f j), σ can be writtenS=VΛσV∗, whereV = [ f j ]
andΛσ is diagonal with diagonal entriesσ . Thus the signed frame operator of( f̃ j),
σ is

(S−1V)Λσ (S
−1V)∗ = S−1(VΛσV∗)S−1 = S−1SS−1 = S−1.

ExpandingIH = SS−1 = S−1Sgives the signed frame expansion, e.g,

f = S(S−1 f ) = ∑
j

σ j〈S−1 f , f j〉 f j = ∑
j

σ j〈 f ,S−1 f j〉 f j = ∑
j

σ j〈 f , f̃ j〉 f j .

SinceS is positive definite, the canonical tight signed framef can
j := S−1/2 f j is well

defined. The signed frame operator of( f can
j ) is

(S−1/2V)Λσ (S
−1/2V)∗ = S−1/2(VΛσV∗)S−1/2 = S−1/2SS−1/2 = IH ,

i.e.,( f − jcan, σ is a tight signed frame.

8.3 Suppose that( f j)
n
j=1 is a tight fusion frame forFd with signature

σ1 = · · ·= σm = 1, σm+1 = · · ·= σn =−1.

Then, by Cauchy–Schwarz, we have

‖ f‖2 =
n

∑
j=1

σ j |〈 f , f j〉|2≤
m

∑
j=1
|〈 f , f j〉|2≤

( m

∑
j=1
‖ f j‖2

)

‖ f‖2, ∀ f ∈ Fd,

so that( f1, . . . , fm) is frame forFd, and hence we must havem≥ d.
Now let ( f1, . . . , fm), m≥ d, be any normalised tight frame forFd, andσ be the

signature above. Using the definitions and results of Exercise 8.2, we observe that
( f1, . . . , fn) will be a signed frame forFd with signatureσ provided that

n

∑
j=1

σ j |〈 f , f j〉|2 = ‖ f‖2−
n

∑
j=m+1

|〈 f , f j〉|2≥
(

1−
n

∑
j=m+1

‖ f j‖2
)

‖ f‖2≥A‖ f‖2, ∀ f ,
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for someA> 0. This is easy achieved by choosing( fm+1, . . . , fn) sufficiently small.
The canonical tight frame for this signed frame is then a tight signed frame with the
desired signature.

8.4 We consider the( j,k)–entries
(
(aa∗)◦ (bb∗)

)

jk = (aa∗) jk(bb∗) jk = (a j1ak1)(b j1bk1) = (a j1b j1)(ak1bk1)

= (a◦b) j1
(
(a◦b)∗

)

1k =
(
(a◦b)(a◦b)∗

)

jk.

8.5 We recall (see Exer. 6.17) thatΠ ◦r,s(Cd) has dimensionn, andp j is the Riesz
representer of the point evaluationδ j (for the apolar inner product). Thus (a) and (b)
are equivalent. Suppose that (a), and hence (b), holds. Theneachp∈Π ◦r,s(Cd) has a
unique expansionp= ∑ j ckpk, where the coeffients are uniquely determined by the
linear system

∑
k

ckpk(v j) = p(v j), 1≤ j ≤ n,

i.e., Ac= [p(v j)], wherea jk = δ j(vk) = 〈v j ,vk〉r〈vk,v j〉s = 〈v j ,vk〉r〈v j ,vk〉
s
. Since

[p(v j)] = [δ j(p)] can be any vector inCn, we concludeA is invertible. Conversely,
suppose thatA= [δ j(vk)] is invertible, then its rows are linearly independent. Since
the rows ofA are the linear functionalsδ j restricted to(vk), we conclude that theδ j

are linearly independent, and hence are basis forΠ ◦r,s(Cd)′.
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Exercises of Chapter 9

9.1 (a) Let Φ andΨ be orthonormal bases forCd1 andCd2, thenΦ ∪Ψ is an or-
thonormal basis forCd1+d2, and we haveSd1×Sd2 ( Sd1+d2.
(b) If Ψ = Φ , then there are additional symmetries which swap the two copies ofΦ .
(c) Let Φ andΨ be orthonormal bases forCd1 andCd2, thenΦ⊗Ψ is an orthonor-
mal basis forCd1d2, and we haveSd1×Sd2 ( Sd1d2.
(d) LetΦ andΨ be complements, so thatΦ⊕Ψ is a basis, and so every permutation
gives a symmetry ofΦ⊕Ψ .

9.2 (a) This is immediate, since Sym(Φ) is a subgroup ofSn, which has ordern!.
(b) If πΦ(σ) = Lσ = I , then fσ j = f j , ∀ j (since the vectors are distinct), so that
σ must be the identity. EachLσ = πΦ(σ) is determined by its action on a basis of
vectors forH taken from( f j), which gives another basis of vectors in( f j). If there
are onlymvectors in( f j), then number of possible choices for the image of the first
basis vector ism, for the secondm−1, and so on (for thed elements of the basis).

9.3 (a) LetΦ = ( f j) be a finite frame forH . Then forσ ,τ ∈ Sym(Φ), we have

(Lσ Lτ) f j = Lσ (Lτ f j) = Lσ fτ j = fστ j = Lστ f j ,

which impliesπΦ(στ) = πΦ(σ)πΦ(τ), since( f j) spansH .
(b) We calculate

SΦ(g f) = ∑
j
〈g f, f j〉 f j = (g∗)−1∑

j
〈 f ,g∗ f j〉g∗ f j = (g∗)−1Sg∗Φ( f ), ∀ f ∈H .

(c) If Φ is tight, theng= Lσ is unitary, i.e.,g∗ = g−1, and from (b) we have

SΦ(σ f ) = SΦ(g f) = gSg−1Φ)( f ) = gSσ−1Φ( f ) = gSΦ( f ) = σSΦ( f ).

9.4 In view of Theorem 4.3 and Example 9.1, we may assume thatΦ = (v j) is tight
frame which is not a basis. Since each permutation is a symmetry |〈v j ,vk〉|= R 6= 0,
j 6= k, i.e., Φ is equiangular, and its frame graphΓ is complete. LetT be the
spanning tree forΓ with rootv1, and edges{v1,v j}, j 6= 1. By Theorem 8.2, we can
assume that〈v1,v j〉=−r, j 6= 1, wherer > 0. Since symmetries preserve the triple
products for distinct vectors, these must all be equal to some realC. Hence

〈v1,v j〉〈v j ,vk〉〈vk,v1〉=C =⇒ 〈v j ,vk〉=
C
r2 , j 6= k, j,k 6= 1.

By Exer. 3.19, we have that ifC = r3, then Gram(Φ) has rankn, which is not
possible (Φ is not a basis), and so we must haveC/r2 = −r, so that〈v j ,vk〉 = −r,
∀ j 6= k, and thereforeΦ is the vertices of the simplex.

9.5 Let Φ be anα–partition frame. Since a frame and it complement have the same
symmetry group, it suffices to calculate the symmetry group of the complementary
tight frame (2.15). LetM be the set values{α j}, andm# := |{ j : α j = m}|, m∈M.
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Since the action of the symmetry group is unitary, it must mapthe vectors
ej/
√α j with α j = m to themselves. The subspacesHm := span{ej : α j = m} ⊂Rk

are orthogonal to each other, and so the symmetry group (and projective symmetry
group) is the product of the symmetry groups for the equal norm tight frames of
the m·m# vectors contained inHm. There arem#! unitary maps which map these
vectors to themselves. For each of these maps, the image of them copies of each of
them# vectors

ej√
m ∈Hm (which are equal) can be reordered inm! ways, giving

|Sym(Φ)|= |SymP(Φ)|= ∏
m∈M

m#!(m!)m#.

In particular, if theα j are distinct, then the symmetry group isSα1×Sα2×·· ·×Sαk,
and for a properα–partition frame, i.e.,α j ≥ 2,∀ j, we have the lower estimate

|Sym(Φ)|= |SymP(Φ)| ≥ ∏
m∈M

2m# = 2n > n.

9.6 From the Gramians (see Example 2.8), it is easy to see that Sym(Φ) = S3, and
Sym(Ψ) has order 3 and is generated by the cyclea= (123). The faithful actions of
these symmetry groups are given by the generators

πΦ
(
(12)

)
=

(

0 1
1 0

)

, πΦ
(
(123)

)
=

(
ω

ω2

)

, πΨ
(
(123)

)
=

(

1
ω

)

.

These tight frames are projectively equivalent (see Exer. 2.21, or observe that all the
triple products are equal to−1). Thus SymP(Φ) = SymP(Ψ) = S3.

9.7 Since the action ofG= 〈a,b〉 is unitary,

|〈g1w1,g2w2〉|= |〈w1,g
−1
1 g2w2〉|, g1,g2 ∈G, w1,w2 ∈ {v,e1,e2}.

Using 1+ω +ω2+ω3+ω4 = 0 to simplify, these angles can be computed as

|〈v,av〉|= |〈v,a4v〉|=
√

5−
√

5√
10

, |〈v,a2v〉|= |〈v,a3v〉|=
√

5+
√

5√
10

,

|〈v,a jbv〉|= |ω
2 j +ζ 2|√

5
, 0≤ j ≤ 4,

4

∑
j=0
|〈v,a jbv〉|8 = 14

25
,

|〈e1,a
jbv〉|= |〈e2,a

jv〉|= 2
√

10+2
√

5
, 0≤ j ≤ 4,

|〈e2,a
jbv〉|= |〈e1,a

jv〉|= 1+
√

5
√

10+2
√

5
, 0≤ j ≤ 4.

From these we verify the condition for being a(4,4)–design, i.e.,
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∑
j
∑
k

|〈u j ,uk〉|8 = 12·1+10
{

2·
(
√

5−
√

5√
10

)8
+2·

(
√

5+
√

5√
10

)8
+

14
25

}

+2·0

+20
{( 2
√

10+2
√

5

)8
+
( 1+

√
5

√

10+2
√

5

)8}

=
144
5

= c4(2,C)(12)2.
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Exercises of Chapter 10

10.1 Since the action is unitary,〈h f,gvj〉= 〈 f ,h∗gvj〉= 〈 f ,h−1gvj〉, and so we can
repeat the argument of Lemma 10.1, which gives

S(h f) = ∑
g
〈h f,gw〉gv= h∑

g
〈 f ,h−1gw〉h−1gv= h∑

k

〈 f ,kw〉kv= h(S f).

10.2 Consider theFG–homomorphismσkS: Vj →W given by

σkS fj = σk

(

∑
g∈G

〈 f j ,gvj〉gvk

)

.

By Lemma 10.4,

σkS= cσ j , c= 〈σkSvj ,σ jv j〉/‖σ jv j‖2.

Using Theorem 10.5, we calculate

〈σkSvj ,σ jv j〉= 〈∑
g∈G

〈v j ,gvj〉gσkvk,σ jv j〉= ∑
g∈G

〈v j ,gvj〉〈gσkvk,σ jv j〉

= ∑
g∈G

〈g−1v j ,v j〉〈σkvk,σ jg
−1v j〉= 〈σkvk,σ j ∑

g∈G

〈v j ,g
−1v j〉g−1v j〉

= 〈σkvk,σ j
|G|‖v j‖2
dim(Vj)

v j〉=
|G|‖v j‖2
dim(Vj)

〈σkvk,σ jv j〉.

Therefore, the condition (10.16), i.e.,Svj = 0, is

|G|‖v j‖2
dim(Vj)

〈σkvk,σ jv j〉
‖σ jv j‖2

σ−1
k σ jv j = 0 ⇐⇒ 〈σ jv j ,σkvk〉= 0.

10.3 (a) We observeρ(σ) : R8→ R8 mapsH to H . This gives an action since

ρ(σ)ρ(τ)x= ρ(σ)(xτ j) = (xστ j) = ρ(στ)x =⇒ ρ(σ)ρ(τ) = ρ(στ),

which is unitary since〈ρ(σ)x,ρ(σ)y〉= ∑ j xσ jyσ j = x jy j = 〈x,y〉.
(b) The stabiliser ofv consists of all 2!6! permutations which map{1,2} to itself.
Thus, by the orbit size theorem, the orbit has 8!/(2!6!) = 28 vectors.

10.4 (a) We have that〈x,x〉ρ = 1
|G| ∑g〈ρ(g)x,ρ(g)x〉 = 1

|G| ∑g‖ρ(g)x‖2 ≥ 0, with
equality possible if and only if each term is zero, i.e.,x= 0 (since eachρ(g) is 1–1).
(b) Sinceρ(g)ρ(h) = ρ(gh), we obtain

〈ρ(h)x,ρ(h)y〉ρ =
1
|G|∑g

〈ρ(g)ρ(h)x,ρ(g)ρ(h)y〉= 〈x,y〉ρ .

(c) Clearlyρ̃ is a group homomorphism, and eachρ̃(g) is unitary, since by (b)
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〈ρ̃(g)x, ρ̃(g)y〉= 〈Aρ(g)B−1x,ρ(g)B−1y〉= 〈ρ(g)B−1x,ρ(g)B−1y〉ρ
= 〈B−1x,B−1y〉ρ = 〈A−1x,y〉ρ = 〈A(A−1x),y〉= 〈x,y〉.

(d) We haveB−1Ψ =B−1(Bρ(g)B−1Bv)g∈G = (ρ(g)v)g∈G =Φ , so thatΦ is similar
toΨ . SinceΨ is aG–frame, Theorem 10.1 implies thatΨ can is aG–frame.

10.5 〈〈·, ·〉〉 is G–invariant if and only if for eachg∈G

〈〈ρ(g)x,ρ(g)y〉〉= 〈〈x,y〉〉 ⇐⇒ 〈Mρ(g)x,ρ(g)y〉ρ = 〈Mx,y〉ρ , ∀x,y
⇐⇒ 〈ρ(g)−1Mρ(g)x,y〉ρ = 〈Mx,y〉ρ , ∀x,y
⇐⇒ ρ(g)−1Mρ(g) = M.

By Schur’s lemma, the last condition implies thatM is nonzero scalar multiple of
the identity matrix whenρ is absolutely irreducible, i.e., in this case allG–invariant
inner products are scalar multiples of each other.

10.6 (a) Since the action ofG onH is unitary, we have

∑
g

∑
h

|〈gv,hv〉|2 = ∑
g

∑
h

|〈v,g−1hv〉|2 = |G|∑
g
|〈v,gv〉|2

≥ 1
d

(

∑
g
〈gv,gv〉

)2
=

1
d
(|G|‖v‖2)2 =

1
d
|G|2‖v‖4.

(b) As above, the(t, t)–design condition simplifies, since

∑
g

∑
h

|〈gv,hv〉|2t = |G|∑
g
|〈v,gv〉|2t ,

(

∑
g∈G

‖gv‖2t
)2

=
(
|G|‖v‖2t)2

= |G|2‖v‖4t .

10.7 Use the notationv⊕w andv⊗w for elements ofH1⊕H2 andH1⊗H2.
(a) If Φ = (gv)g∈G andΨ = (gw)g∈G are disjointG–frames, then their direct sum is
Φ⊕Ψ = (g(v⊕w))g∈G, whereg(x⊕y) := gx⊕gy is a unitary action.
(b),(c) If Φ j = (g jv j)g j∈G j areG–frames, then

Φ1+̂Φ2 =
(
(g1,g2)(

1
√

|G2|
v1⊕

1
√

|G1|
v2)
)

(g1,g2)∈G1×G2

Φ1⊗Φ2 =
(
(g1,g2)(v1⊗v2)

)

(g1,g2)∈G1×G2

where(g1,g2)(x⊕y) := g1x⊕g2y and(g1,g2)(x⊗y) := g1x⊗g2y are unitary.
(d) Let Ψ be the complement of a normalised tightG–frameΦ = (φg)g∈G. Since
Gram(Φ)+Gram(Ψ) is the identity matrix, we have

〈ψh,ψg〉=
{

−〈φh,φg〉=−〈g−1hφ1,φ1〉, h 6= g;

1−〈φh,φg〉= 1−〈g−1hφ1,φ1〉, h= g

so that Gram(Ψ) is aG–matrix, and, by Theorem 10.3,Ψ is G–frame.
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10.8 If the action was not irreducible, then there would be a planeP⊂ R3 that was
G–invariant (otherwiseR3 would be a sum of 1–dimensionalG–invariant subspaces,
and soG would be abelian). The restriction of the action ofG to this planeP would
be a faithful representation ofG, and soG would be isomorphic to a finite subgroup
of U (R2). This is impossible, since the finite subgroups ofU (R2) are cyclic or
dihedral.

10.9 (a) SupposeV is anFG–module. Sincev 7→ gv is linear map,ρ(g)v := gv
defines a mapρ : G→GL(V), and since(g,v) 7→ gv is an action

ρ(g)ρ(h)v= g(hv) = (gh)v= ρ(gh)v =⇒ ρ is a homomorphism.

Conversely, suppose thatρ is representation, and letgv := ρ(g)v. Then

g(hv) = ρ(g)ρ(h)v= ρ(gh)v= (gh)v, 1v= ρ(1)v= v

so(g,v) 7→ gv is an action, andρ(g) : v 7→ gv is a linear map (by definition).
(b) By definition:W is aFG–submodule ofV if it is closed under vector addition
and scalar multiplication, i.e., is a vector subspace, and it is closed under the action
of G, i.e., isG–invariant.

10.10 First observe thatτ−1 is anFG–isomorphism, since

τg= gτ =⇒ g= τ−1gτ =⇒ gτ−1 = τ−1gττ−1 = τ−1g.

The mapστ−1 :Vj→Vj is anFG–isomorphism (check taking the inverse commutes
with the action ofG). Let λ ∈ C be an eigenvector (for a nonzero eigenvalue) of
στ−1. Then(gv)g∈G spansVj , and we commute

στ−1gv= gστ−1v= g(λv) = λ (gv),

so thatστ−1 = λ IVj , as claimed.

10.11 We have the equivalences

g1H = g2H ⇐⇒ g−1
2 g1 ∈ H ⇐⇒ g−1

2 g1v= v ⇐⇒ g1v= g2v.

(a) The forward direction impliesC →H : gH 7→ gv is a well defined map onto the
vectors inΦ , and the reverse direction that this is 1–1.
(b) LetN be the kernel ofρ , so thatN⊂H. If G/H→U (H ) : gH 7→ ρ(g) defines
a group homomorphism, then by the first isomorphism theorem the composition
G/N→G/H→U (H ) : gN 7→ gH 7→ ρ(g) is a well defined injective map, and so
we must haveH = N.
(c) If G is abelian, thenh(gv) = (hg)v= (gh)v= g(hv) = gv, ∀h∈H,g∈G, and so
H stabilisesH = span{gv}g∈G.

10.12 (a) By Exercise 10.6, the condition for(gv)g∈G to be a(t, t)–design is that
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1
|G| ∑g∈G

|〈v,gv〉|2t = ct(d,F)‖v‖4t .

This will hold for everyv if the above polynomials of degree 4t in the entries ofv
andv are equal. This can be verified inMagmafor t = 5, but nott = 6. An easy
way to do this is to check equality at a set of pointsv on which a polynomial in
Π ◦2t,2t(C

d) is determined by its values.
(b) We observe thata has order 5 andb2 = −I . Hence ifv is an eigenvector ofa,
then (gv)g∈G consists of 120/10= 12 lines (from each of which we can select a
vector to obtain(5,5)–design of 12 vectors).

10.13 Let G=Cn = 〈a〉 act on aθ–isogonal configuration(x j)
d
j=1 via a cyclic shift:

axj := x j+1, xd+1 := x1. This action is unitary, since

〈a(∑
j

α jx j),a(∑
k

βkxk)〉= 〈∑
j

α jx j+1,a∑
k

βkxk+1〉

= ∑
j

∑
k6= j

α jβk cosθ +∑
j

α jβ j = 〈∑
j

α jx j ,∑
k

βkxk〉,

and so(x j) is aCn–frame.
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Exercises of Chapter 11

11.1 (a) Let

(u j) =
(
[

1
1

]

,

[
ω
ω2

]

,

[

ω2

ω

]
)
, (v j) =

(
[

1
1

]

,

[

1
ω

]

,

[
1

ω2

]
)
, ω := e2π i/3.

Then we calculate

‖u j −uk‖=
√

6, j 6= k, ‖v j −vk‖=
√

3, j 6= k,

and|〈u j ,uk〉|= |〈v j ,vk〉|= 1, j 6= k.

(b) A calculation, see (c), gives‖w j −wk‖=
√

5, j 6= k. Here|〈w j ,wk〉|=
√

5±1
2 .

(c) Sincev j = (1,ω j , . . . ,ω(d−1) j), with ω := e2π i/(2d−1), we calculate

‖v j −vk‖2 =
d−1

∑
a=0
|ωa j−ωak|2 = 2d−1−

2d−1

∑
m=1

ωm( j−k) = 2d−1, j 6= k.

Sincew j = (ω j ,ω2 j , . . . ,ωd j), with ω := e2π i/(2d+1), we calculate

‖w j −wk‖2 =
d

∑
a=1
|ωa j−ωak|2 = 2d−

2d

∑
m=1

ωm( j−k) = 2d− (−1) = 2d+1, j 6= k.

Remark:Notice that the separation between points inΨ is larger than that for those
in Φ (which hasfewerpoints), and so equispacing is perhaps not the most useful
notion of “equal spacing”. The difficulty here is that thoughan equal distance from
each other, the points are clumped in a particular cone. Thisphenomenon can be
seen for the standard basis vectors inC3, which are equally spaced, and all lie in the
first octant.

11.2 (a) The symmetry group has order 384 (it is the group<384,5557> ), which
is the largest for the class of cyclic harmonic frames of thissize. This frame consists
of scalar multiples of an orthonormal basis.
(b) The symmetry groups are both<200,31> , which is the largest for its class. The
projective symmetry groups are also both<200,31> .

11.3 SinceU∗ =U−1, U f = ∑ j〈U f ,U jv〉U j =U ∑ j〈 f ,U j−1v〉U j−1, which gives

f =
n−1

∑
j=0
〈 f ,U j−1v〉U j−1v=

n−1

∑
j=0
〈 f ,U jv〉U jv, ∀ f .

Cancelling terms in the above gives〈 f ,U−1v〉U−1v = 〈 f ,Un−1v〉Un−1v, so that
Unv = cv, for somec ∈ F. For (U jv) to be a frame,v must be nonzero, and so
‖v‖= ‖Unv‖= ‖cv‖= |c|‖v‖, implies that|c|= 1. On the spanning set{Ukv}n−1

k=0,
we have
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Un(Ukv) =Un∑
j
〈Uk,U jv〉U jv= ∑

j
〈Uk,U jv〉U j(cv) = c(Ukv),

so thatUn = cI. If 1/α = n
√

c is an n–th root of c, then (αU)n = I , and so
(
(αU) jv

)n−1
j=0 = (v,αUv,α2U2v, . . . ,αn−1Un−1v) is a cyclic harmonic frame.

11.4 Let Φ be the harmonic frame ofn vectors given by{a} ⊂ G. For the vectors
of Φ to be distinct,a must generateG, which implies thatG= Zn with a a unit. The
corresponding harmonic frames are(ωa j) j∈Zn, whereω = e2π i/n, i.e., then–th roots
of unity.

11.5 Let G be an abelian group of ordern. If J = {a,b} ⊂G gives a real harmonic
frame ofn distinct vectors, thenb = −a (to be real) anda generatesG (to have
distinct vectors). Thus we must haveG= Zn, with a a unit. For such a given subset
{a,−a} ⊂ Zn, the corresponding cyclic harmonic frame is

(
[

1
1

]

,

[
ωa

ω−a

]

,

[

ω2a

ω−2a

]

, · · ·
[

ω(d−1)a

ω−(d−1)a

]
)
,

which is unique up to reordering. This harmonic frame must bethen equally spaced
unit vectors inR2, since the equally spaced unit vectors are the orbit of a vector
under the unitary action of the cyclic group of ordern given by rotations through2π

n
(and therefore are a real cyclic harmonic frame).

11.6 Representatives of the six multiplicatively inequivalent2–element subsets of
Z6 (the unique abelian group of order 6) together with the distances‖v j − vk‖ and
angles|〈v j ,vk〉|, j 6= k are

{0,1} 1,
√

3,2, 0,1,
√

3, {1,2} 2,
√

6, 0,1,
√

3,

{1,3}
√

3,
√

5,2
√

2, 1,2, {1,4} 2,
√

6, 0,2,

{1,5}
√

2,
√

6,2
√

2, 1,2, {3,4}
√

3,2,
√

7, 0,1,
√

3.

Since the distances and angles are fixed underv j 7→ v j , we conclude that none of
these harmonic frames are conjugates of each other.

11.7 Since matrix multiplication inG commutes, forg1,g2 ∈G, we have

g1φ = g2φ =⇒ g1hv= g2hv, ∀h∈G =⇒ g1 = g2.

If G is nonabelian, then this does not hold. For example, letG be the dihedral group
of the square acting onR2 in the usual way, with a reflection fixing thex–axis. Then
the orbit ofv= e1 consists of four equally spaced vectors, each repeated twice.

11.8 Suppose that|G| = n, |J| = d. Then the normalised tight frame given byJ
is 1√

n(ξ |J)ξ∈Ĝ, and similarly for the one given byG\ J. The (ξ ,η)–entry of the
Gramians for these normalised tight frames are
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〈η |J,ξ |J〉= ∑
j∈J

η( j)ξ ( j), 〈η |G\J,ξ |G\J〉= ∑
j∈G\J

η( j)ξ ( j).

These sum to1n〈η ,ξ 〉, which is the identity matrix (orthogonality of the characters).

11.9 Let n= |Φ | andva
j := v j , 1≤ a≤ d. Then (up to a scalar multiple) the vectors

of Ψ are
(v1

j1,v
2
j2, . . . ,v

d
jd), 1≤ j1, j2, . . . , jd ≤ n.

We think of these vectors as being indexed by the pairs
{
(a, ja)

}

1≤a≤d,1≤ ja≤n.

There are symmetries given by

(a, ja) 7→ (τa, ja), τ ∈ Sd, (a, ja) 7→ (a,σa ja), (σ1, . . . ,σd) ∈ Sym(Φ)d.

The subgroups of the symmetries of these two types have trivial intersection, and so
|Sym(Ψ)| ≥ |Sd||Sym(Φ)d|= d!md.

11.10 LetΨ{ξ1,...,ξd} = (ψg)g∈G, ψg := (ξ j(g))d
j=1 denote the harmonic frame given

by a choice of characters{ξ1, . . . ,ξd} ⊂ Ĝ.
(a) For(vg)g∈G =Ψ{ξ1,...,ξd}, we calculate

〈va+ j ,va+k〉= ξ1(a+ j)ξ1(a+k)+ · · ·+ξd(a+ j)ξd(a+k)

= ξ1(a)ξ1( j)ξ1(a)ξ1(k)+ · · ·+ξd(a)ξd( j)ξd(a)ξd(k)

= ξ1( j)ξ1(k)+ · · ·+ξd( j)ξd(k) = 〈v j ,vk〉.

(b) Let (vg)g∈G =Ψ{ξ1,...,ξd} and(wg)g∈G =Ψ{η1,...,ηd}. If there is unitaryU and a
permutationσ : G→G with vg =Uwσg, ∀g∈G, then, by (a), we calculate

〈v j ,vk〉= 〈Uwσ j ,Uwσk〉= 〈wσ j ,wσk〉= 〈wσ j−σk+b,wb〉,

and so we may takea= σ j−σk+b.
(c) Take j = 1, k= 0, b= 0 in (b), to obtain〈v1,v0〉= 〈wa,w0〉, i.e.,

d

∑
j=1

ξ j(1) =
d

∑
j=1

η j(a).

Moreover, ifG= Zn andσ is an automorphism, thena= σ1 is a unit.

11.11 (a) The frame given byJ⊂ Zp is real if and only ifJ is closed under taking
inverses, i.e.,J =−J. Sincep is an odd prime, 2 is a unit, and soj =− j if and only
if j = 0. ThusJ has the stated form. SinceZ∗p = Zp\{0}, K generatesZp for d > 1.
(b) The unit groupZ∗p is cyclic of even orderp−1. Let a∈ Z∗p have orderj. The

action ofa on Zp \ {0} gives p−1
j orbits of size j. We now count the number of
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orbits of thed–element subsets ofZp which give real harmonic frames (as above)
under the action ofZ∗p, which is the number real harmonic frames.

First consider the case whend is even. Suppose thata fixes someJ = K ∪−K,

|J| = d. If j is even, then−1= a
j
2 , soJ consists ofdj orbits under the action ofa

(half the orbit inK and the other half in−K), and we must havej|d. If j is odd,

thenK consists ofd/2
j orbits of sizej (their negatives give the remainingd/2

j orbits
which make upJ), and we must havej|(d/2). Thus Burnside orbit counting gives

hRp,d =
1

p−1

{

∑
j|gcd(p−1,d)

j even

( p−1
j
d
j

)

ϕ( j)+ ∑
j|gcd(p−1, d

2 )

j odd

( p−1
2 j
d
2 j

)

ϕ( j)
}

.

Whend is odd, the subsetsJ giving real frames have the formJ= {0}∪K∪−K.
These are multiplicatively equivalent if and only if the sets K ∪−K are, and so we
may apply the previous count (withd replaced byd−1). The formula so obtained
also holds ford = 1.
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Exercises of Chapter 12

12.1 If A= [a jk] ∈ Fd×d is Hermitian, i.e.,a jk = ak j, then it is determined by

a j j ∈ R, 1≤ j ≤ d, a jk ∈ F, 1≤ j < k≤ d.

Thus the real vector space of Hermitian matrices has dimension

d+
1
2

d(d−1) =
1
2

d(d+1) (F= R), d+2
1
2

d(d−1) = d2 (F= C).

12.2 (a) Take the trace ofPk = ∑ j c jPjPk to obtain

1= ∑
j 6=k

c jα2+ck = ∑
j

c jα2+ck(1−α2),

so that theck are constant, hence equal tod
n (by taking the trace ofI = ∑ j c jPj ).

(b) Substitutingc j =
d
n above, and multiplying byn gives

n= ndα2+d(1−α2).

Thusn(1−dα2) = d(1−α2)> 0, soα2 < 1
d , and we may solve forn.

12.3 By (2.9), we have‖ f j‖2+∑k6= j ‖ fk‖2 = d, and so

‖ f j‖2 = ∑
k

|〈 f j , fk〉|2 = ‖ f j‖4+ ∑
k6= j

C2‖ f j‖2‖ fk‖2 = ‖ f j‖4+C2‖ f j‖2(d−‖ f j‖2).

Thus 1−C2d = ‖ f j‖2(1−C2). If C= 1, then the vectors are all collinear (which is
not possible), and so we conclude that‖ f j‖2 is independent ofj.

12.4 By construction, two of thex j are 3 and the other six are−1. If two such
vectors are not equal, then the number of times they can have a3 in same position
is 0 or 1. The corresponding inner products for these cases are

1
24

(4·3(−1)+4· (−1)2) =−1
3
,

1
24

(1·32+2·3(−1)+5· (−1)2) =
1
3
.

12.5 Consider then lines given by thef j (some might be coincident). The acute
angle between the lines given byf j and fk is θ jk = cos−1(|〈 f j , fk〉|). Since cos−1 is
strictly decreasing on[0,1], the asserted inequality is equivalent to

cos−1
(

max
j 6=k
|〈 f j , fk〉|

)

≤ cos−1cos
(π

n

)

⇐⇒ min
j 6=k

θ jk ≤
π
n
.

Rotate the( f j) so that one line is thex–axis. Then the lines partition the upper half
plane inton sectors. The angle of the smallest sector gives minj 6=k θ jk. This must be
≤ π

n , since otherwise the sum of the angles of then sectors would exceedπ. There



17 Solutions 527

is equality if and only if all then sectors have angleπn . The strict inequality follows
by calculus.

12.6 The normalisations ofΦ andΨ are(
√

d
n f j) and(

√
n−d

n g j). Thus

〈
√

n−d
n

g j ,

√

n−d
n

gk〉=−〈
√

d
n

f j ,

√

d
n

fk〉 =⇒ |〈g j ,gk〉|=
d

n−d
|〈 f j , fk〉|.

Thus if Φ minimisesM∞(Φ) over all unit–norm tight frames ofn vectors forFd,
thenΨ minimisesM∞(Ψ) over all unit–norm tight frames ofn vectors forFn−d.

12.7 (a) LetΣ be the Seidel matrix of the 5–cycle(1,2,3,4,5), i.e.

Σ =








0 −1 1 1 −1
−1 0 −1 1 1
1 −1 0 −1 1
1 1 −1 0 −1
−1 1 1 −1 0







.

This has eigenvalues−
√

5,−
√

5,0,
√

5,
√

5. The Gramian of the corresponding
nontightequiangular frameΦ is

Gram(Φ) = Q= I +
1√
5

Σ .

From this, we calculate (see Exer. 3.3)

Gram(Φ̃) = Q† =









2
5 a b b a
a 2

5 a b b
b a 2

5 a b
b b a 2

5 a
a b b a 2

5









, a :=
3−
√

5
20

, b :=
3+
√

5
20

,

Gram(Φcan) = QQ† =









3
5 −a b b −a
−a 3

5 −a b b
b −a 3

5 −a b
b b −a 3

5 −a
−a b b −a 3

5









, a :=

√
5−1
10

, b :=

√
5+1
10

.

Thus the minimal angle between the lines given byΦ , Φ̃ andΦcan are

cos−1 1√
5
≈ 63.4349◦, cos−1 3+

√
5

8
≈ 49.1176◦, cos−1 1+

√
5

6
≈ 57.3610◦.

(b) It is easy to verify thatΦ = (v j) is given by vectors that lie in five of the six
diagonals of the regular icosahedron, e.g., (using the hint) we may take
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V = [v j ] =

(
0 0 c −1 c
1 1 0 c 0
c −c 1 0 −1

)

, c :=
1+
√

5
2

.

(c) It is easy to verify thatΦcan= (v j) is the harmonic frame given by{0,2,3}⊂Z5,
i.e.,

V = [v j ] =





1 1 1 1 1
1 ω2 ω4 ω ω3

1 ω3 ω ω4 ω2



 , ω := e
2π i
5 ,

which is the lifted fifth roots of unity (see Example 5.9).

12.8 This does not hold in general. For the four isogonal vectors in R3 the dual
frame is equiangular (see Example 3.9), but for the five equiangular lines inR3

given by five of the six diagonals of the regular icosahedron the dual frame has two
angles|〈v j ,vk〉|= 1

8(3±
√

5) (see Exer. 12.7).

12.9 (a) Adding the lastd rows ofA gives(1,1, . . . ,1). Subtracting the multiple1d
of this from the firstn rows, gives the row equivalent matrix

B=

(
(α2− 1

d )J+(1−α2)In 0
1
dJ Id

)

.

(b) SinceB is block upper triangular, its eigenvalues are those of the leading blocks:
(1−α2) with multiplicity n−1,n(α− 1

d )+(1−α2) with multiplicity 1, and 1 with
multiplicity d. Thus, the rank ofA is eithern+d−1 if

n(α− 1
d
)+(1−α2) = 0,

which is equivalent toΦ being tight, or it has rankn+d. In any case

n+d−1≤ rank(A)≤ d2.

12.10 The vectors have equal norms, since

‖ṽa, j‖2 = 〈va, j ,va, j〉+2= r +2, ‖w̃ℓ‖2 =
1
2

ν +
3
2
=

1
2
(ν +3) = r +2.

By (12.15) and (12.16), we have

〈ṽa, j , ṽa,k〉=−h(a)0, j h
(a)
0,k +2h(a)0, j h

(a)
0,k = h(a)0, j h

(a)
0,k, j 6= k,

〈ṽa, j , ṽb,k〉= h(a)β , jh
(b)
β ,k, a 6= b.

Since〈wℓ,wm〉=−αℓαm, ℓ 6= m, ‖wℓ‖2 = ν , we have

〈w̃ℓ, w̃m〉=
1
2
(−αℓαm)+

3
2

αℓαm = αℓαm, ℓ 6= m.



17 Solutions 529

Finally,

〈ṽa, j , w̃ℓ〉= 〈
√

2h(a)0, j ea,
1√
2

w j〉= h(a)0, j (w j)a,

and so the vectors are equiangular (Hadamard matrices have entries of modulus 1).
The spaceCB⊕CV ⊕C has dimension

d := |B|+ |V |+1=
1
6

ν(ν−1)+ν +1=
1
6
(ν +2)(ν +3),

and the frame( f j) := (ṽa, j)∪ (w̃ℓ) has

n := ν(r +1)+(ν +1) =
1
2
(ν +1)(ν +2)

vectors with‖ f j‖2 = r+2= 1
2(ν +3), and|〈 f j , fk〉|= 1, j 6= k. This frame is a tight

frame forCd, by the variational characterisation (Theorem 6.1), i.e.,

∑
j
∑
k

|〈 f j , fk〉|2 = n· (1
2
(ν +3))2+(n2−n) ·1

=
3
8
(ν +1)2(ν +2)(ν +3) =

1
d

(
n· 1

2
(ν +3)

)2
=
(

∑
j
‖ f j‖2

)2
.

The common angle is|〈 f j , fk〉|/‖ f j‖2 = 1
r+2, j 6= k.

12.11 (a) SinceΣ is Hermitian, we have−iCT = Σ ∗ = Σ = iC, so that−CT =C.
(b) The condition of Theorem 12.7 forΣ to give an equiangular tight frame ofn
vectors forCd is

CTC=−C2 = Σ2 = (n−1)I +µΣ = (n−1)I +µ iC,

which that impliesCTC = (n−1)I (sinceµ is real), i.e.,C is a conference matrix,
whereµ = 0, i.e.,n= 2d.

12.12 (a) Expanding outCTC= nI, usingCT =−C and11∗ = J, we have
(

0 −1∗

1 −A

)(

0 1∗

−1 A

)

=

(
n −1∗A

A1 J−A2

)

=

(

n 0
0 nI

)

.

Equating the blocks givesJ−A2 = nI andA1= 0. FromA1= 0, we have

AJ= (A1)1∗ = 0, JA= (−AJ)∗ = 0.

(b) By construction,Σ is a signature matrix, and so it suffices to verify the second
condition of Theorem 12.7. UsingJ2 = nJ, AJ= JA= 0 andA2 = J−nI, we have
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Σ2 =
1

n+1

(
(J− I)2−nA2± i

√
n(J− I)A± i

√
nA(J− I)

)

=
1

n+1

(
nJ−2J+ I −n(J−nI)∓2i

√
nA
)
=

1
n+1

(
(n2−1)I +2(I −J∓ i

√
nA)
)

= (n−1)I ∓ 2
n+1

(
±(J− I)+ i

√
nA
)
= (n−1)I ∓ 2√

n+1
Σ .

Thus the second condition holds, with

µ =∓ 2√
n+1

, d =
n
2
− nµ

2
√

4(n−1)+µ2
=

n
2
± 1

2
.

(c) Since|µ | ≤ 2, we can chooseζ = 1
2(−µ +

√

4−|µ |2i) in the third condition.

12.13 (a) Since−1 has no square root in GF(q), it follows thatN = −S. Hence, if
we add 0 to the difference setS, then the additional differences 0− s,s−0, s∈ S,
give exactly one extra copy of each nonzero element ofG.
(b) SinceG= N∪{0}∪S (disjoint union),N andN∪{0} are the complementary
difference sets toS∪{0} andS (respectively). Sincex 7→ −x is an automorphism
of G, it follows that the harmonic frames given byS,N and byS∪{0},N∪{0} are
unitarily equivalent up to reordering by an automorphism (Theorem 11.4).
(c) Let z= x+ iy = 〈ξ |S,η |S〉 be the inner product between two distinct vectors of
the harmonic frameΦS = (ξ |S)ξ∈Ĝ. The inner product between the corresponding
vectors ofΦS∪{0} is z+1. Since each of these frames is equiangular (they are given
by difference sets),|z+1|2−|z|2 = 2x+1 is constant, i.e., withd = n−1

2 , we have

2x+1= |z+1|2−|z|2 = (d+1)(n−d−1)
n−1

− d(n−d)
n−1

= 0 =⇒ x=−1
2
.

Thus the real parts of the signature matrices for the equiangular harmonic frames
given bySandS∪{0} are harmonic frames given bySandS∪{0} are

−1
2

d

√

d(n−1)
n−d

=− 1√
n+1

,
1− 1

2

d+1

√

(d+1)(n−1)
n−d−1

=
1√

n+1
.

These signature matrices can be calculated explicitly by using the the formula for
quadratic Gauss sums (see [Kal06], [Ren07]), or by (12.63).
(d) Let W = [ξ |S]ξ∈Ĝ be the synthesis map for the equiangular harmonic frame
ΦS= (ξ |S)ξ∈Ĝ, and1= (1, . . . ,1). By (c), the of diagonal entries ofW∗W have the
form

z=−1
2
+ iy,

1
4
+y2 =

q−1
2 (q− q−1

2 )

q−1
=⇒ y2 =

q
4
.

SinceΦS is unlifted, we haveW1∗ = 0. Hence the frame of 4m= q+1 vectors with
synthesis operator

V =

(√
q 1∗

0
√

2W

)
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is a tight frame forC2m (it has orthogonal rows of equal norm). Its Gramian is

V∗V =

(√
q 0

1
√

2W∗

)(√
q 1∗

0
√

2W

)

=

(
q

√
q1∗√

q1 11∗+2W∗W

)

.

The off diagonal entries of11∗+2W∗W have the form

1+2
(

−1
2
+ iy

)

= 2iy, |2iy|= 2

√
q
4
=
√

q,

and so it is equiangular. This example is due to Zauner [Zau99]. For an equiangular
tight frame ofn= 2d vectors forCd whose signature matrix has off diagonal entries
±i, it can be shown that the canonical tight frame of the frame obtained by removing
a vector is an equiangular tight frame ofn−1 vectors forCd (see [Ren07], [Str08]).

12.14 By Theorem 12.6, the Gramian of the normalised equiangular tight frame is

P=
d
n

(
I +Cn,dΣ̂

)
, Cn,d :=

√

n−d
d(n−1)

.

Since d
n−dCn,d =Cn,n−d, the complementary orthogonal projection is

I −P= I − d
n

I − d
n

Cn,dΣ̂ =
n−d

n

(

I +Cn,n−d(−Σ̂)
)

,

so the complementary equiangular tight frame has reduced signature matrix−Σ̂ .
The complement of a srg(ν ,k,λ ,ν) is a srg(ν ,ν−k−1,ν−2−2k+µ ,ν−2k+λ ),
which gives the desired parameters. Alternatively, a countshows the vertex degree
of the complementary graph isk′ = (n−1)−k−1, and the other parameters follow
from (12.35)

λ ′ =
3(n−k−2)−n

2
, µ ′ =

n−k−2
2

.

12.15 Without loss of generality, we may assume thatQn−r is the leading principal
submatrix, so that

Q=

(

Qn−r V
V∗ B

)

, V ∈ Cn−r×r .

Thus (by block multiplication), the leading block of ofdQ2−nQgives

dQ2
n−r −nQn−r =−dVV∗.

Since rank(VV∗) = rank(V∗V)≤min{r,n− r}, the result follows, and the equations
are nontrivial only whenr < 1

2n.

12.16 (a) SinceG is Hermitian with constant diagonal 1 and constant modulus off
diagonal entries, we have all but the unitary property. Since the frame is tight, its
canonical Gramian is an orthogonal projection, i.e.(d

nG)2 = d
nG, and we calculate
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U∗U =U2 = I −4
d
n

G+4
d
n

G= I .

(b) By constructionG is Hermitian, with constant diagonal 1 and constant modulus
off diagonal entries. Thus it suffices to show thatd

nG is an orthogonal projection,
i.e.,G2 = n

dG. SinceU2 =U∗U = I , we calculate

G2 =
( n

2d

)2
(I −2U +U2) =

( n
2d

)2
2(I −U) =

n
d

G.

12.17 By the variational characterisation of tight frames, we have

∑
j
∑
k

|〈v j ,vk〉|2 = ∑
j,k
j 6=k

|〈v j ,vk〉|2+n=
n2

d
.

We recall that in Ḧolder’s inequality with one vector being(1, . . . ,1) there is equality
if and only if the other vector has entries of constant modulus.
(a) In Hölder’s inequality take the conjugate exponents2

2−p and 2
p, to obtain

∑
j
∑
k

|〈v j ,vk〉|p = ∑
j,k
j 6=k

|〈v j ,vk〉|p+n≤
(

∑
j,k
j 6=k

(1)
2

2−p

)1− p
2
(

∑
j,k
j 6=k

(|〈v j ,vk〉|p)
2
p

) p
2
+n

=
(
n2−n

)1− p
2
(

∑
j,k
j 6=k

|〈v j ,vk〉|2
) p

2
+n=

(n2

d −n)
p
2

(n2−n)
p
2−1

+n,

with equality if and only if(v j) is equiangular.
(b) Take the conjugate exponentspp−2 and p

2 in Hölder’s inequality, to obtain

n2

d
= ∑

j,k
j 6=k

|〈v j ,vk〉|2+n≤
(

∑
j,k
j 6=k

(1)
p

p−2

)1− 2
p
(

∑
j,k
j 6=k

(|〈v j ,vk〉|2)
p
2

) 2
p
+n

=
(
n2−n

)1− 2
p
(

∑
j,k
j 6=k

|〈v j ,vk〉|p
) 2

p
+n,

which gives the desired inequality, with equality if and only if (v j) is equiangular.
(c) Forp= 2, equality in (a) and (b) is the variational characterisation of being tight.

12.18 (a) Since two frames are unitarily equivalent if and only if their Gramians are
equal, the condition (12.65) is equivalent to

(U [V1,W1])
∗U [V1,W1] =

(

[V2,W2]

(

PσΛ1
PτΛ2

))∗
[V2,W2]

(

PσΛ1
PτΛ2

)

.

Block multiplying out, usingV∗j Vj = I , gives
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(

I V ∗1 W1
W∗1 V1 I

)

=

(

I (PσΛ1)
∗V∗2 W2(PτΛ2)

(PτΛ2)
∗W∗1 V1(PσΛ1) I

)

,

which is equivalent toH1 = Λ−1
1 P−1

σ H2PτΛ2 (Hadamard matrix equivalence).
(b) The nonzero 4–products for the vectors(V1ej) and (W1ej) of the first pair of
MUBs are

〈V1ek,W1ej〉〈W1ej ,V1em〉〈V1em,W1eℓ〉〈W1eℓ,V1ek〉= (H1) jk(H1)m j(H1)ℓm(H1)kℓ.

Since the vectors in the pairs of MUBs are projectively unitarily equivalent via
UV1ej = α jV2eσ j , UW1ej = β jW2eτ j , the condition for equivalence of Hadamard
matrices is

(H1) jk(H1)kℓ(H1)ℓm(H1)m j = (H2)σ j,τk(H2)σk,τℓ(H2)σℓ,τm(H2)σm,τ j .

It is enough to check this condition forj,k, l ,mcorresponding to a basis of 4–cycles
for the cycle space of the frame graph (the complete bipartite graphKd,d), which
has dimensiond2−2d+1= (d−1)2.

12.19 (a) Multiplying out, usingµ2 = ω, gives

(F−1RaF) jk =
1
d

d−1

∑
s=0

ω− jsµas(s+d)ωsk=
1
2d

2d−1

∑
s=0

µas(s+d)+2s(k− j).

(b) Supposed is odd. Since thes= β ands= β +d terms in the second sum above
are equal, this implies that the sum above is twice the sum over the even terms, i.e.,

G(a,ad+2(k− j),2d) = 2
d−1

∑
r=0

µa(2r)2+(ad+2(k− j))(2r) = 2
d−1

∑
r=0

ω2ar2+2(k− j)r

= 2G(2a,2(k− j),d).

Since 2 is a unit, with2= 1−d
2 , completing the square gives the desired formula

G(2a,2(k− j),d) =
d−1

∑
r=0

ω2a{(r+2a(k− j))2−(2a(k− j))2} = ω−2a(k− j)2G(2a,0,d).

Supposed is even. Then we can complete the square as follows.

G(a,ad+2(k− j),2d) =
2d−1

∑
s=0

µa{(s+ d
2+a(k− j))2−( d

2+a(k− j))2}

= µ−a( d
2+a(k− j))2G(a,0,2d).

(c) By (a) and (b), the modulus of the entries ofF−1RaF for d odd and even are

1
2d
·2·
√

d =
1√
d
,

1
2d
·
√

2
√

2d =
1√
d
.
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Exercises of Chapter 14

14.1 (a) Expanding gives〈Pj −c1I ,Pk−c2I〉= 1
d+1−c1−c2+dc1c2 = 0.

(b) For c1 = 0, we solve the above to getc2 = 1
d+1. Thus(Pj − 1

d+1I) is the dual
basis to(Pj).
(c) Since the vectors giving(Pj) are a tight frame, we have∑ j Pj = dI, i.e., the linear
dependency∑ j(Pj − 1

d I) = 0. Suppose that∑ j a j(Pj − cI) = 0 for some scalarsa j ,
i.e.,∑ j a jPj = c∑ j a j I . Since(Pj) is a basis and∑ j Pj = dI, thea j must be constant,
saya j = α, and the condition becomesα ∑ j Pj = αdI = d2cαI . Thus(a j) can be
nonzero if and only ifc= 1

d .
(d) By (a) and (c),(Pj −cI) is orthogonal if and only if 1

d+1−2c+dc2 = 0, c 6= 1
d ,

i.e.,c= 1
d (1± 1√

d+1
).

(e) Since the traceless matrices are the orthogonal complement of I , the projection
is

Pj −cI− 〈Pj −cI, I〉
〈I , I〉 I = Pj −cI− 1

d
(1−cd)I = Pj −

1
d

I .

Remark:By (d), c can be chosen so(Pj − cI) is an orthogonal basis, and so this
shows that(Pj − 1

d ) is an (equiangular) tight frame for the traceless matrices.

14.2 (a) Expanding, and using the trigonometric identities sin2x = 2sinxcosx,
2cos2x= 1+cos2x, we have

vv∗ =

(
cos2 θ

2 sin θ
2 cosθ

2 e−iφ

sin θ
2 cosθ

2 eiφ sin2 θ
2

)

=
1
2

(

1+c a− ib
a+ ib 1−c

)

.

(b) Using (a), the image ofvv∗ is

A=

√
2

2

(

c a− ib
a+ ib −c

)

,

where‖A‖2F = 1
2(c

2+(a2+b2)+(a2+b2)+c2) = 1. The form ofA clearly shows
that the map is onto.
(c) SinceA is Hermitian, it suffices to calculate its trace and Frobenius norm:

trace(A) =

√

d
d−1

(
vv∗− 1

d
I
)
=

√

d
d−1

(
1− d

d

)
= 0,

‖A‖2F = trace(A2) =
d

d−1
trace

(
vv∗− 2

d
vv∗+

1
d2 I
)
=

d
d−1

(
1− 2

d
+

d
d2

)
= 1.

If the map is onto, thenP=
√

d−1
d A+ 1

d I is a rank one orthogonal projection onCd

for any traceless Hermitian matrixA with unit Frobenius norm. IfA is zero except
for the principal 2×2 submatrixB, then
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P=

√

d−1
d

(

B 0
0 0

)

+
1
d

(

I2 0
0 Id−2

)

=

(√
d−1

d B+ 1
d I2 0

0 1
d Id−2

)

,

which clearly has rank larger than one ford > 3.
See [SoS16] for more detail about the Bloch sphere and its relationship with SICs.

14.3 (a) The synthesis map of the Bloch vectors forΦ = (v,Sv,Ωv,SΩv) is

1√
3

(
1 1 −1 −1
1 −1 −1 1
1 −1 1 −1

)

,

which clearly gives the vertices of a regular tetrahedron.

(b) Taking the first column of 2vv∗ =

(

1+c a− ib
a+ ib 1−c

)

gives the SIC

1
√

18−6
√

3

(
3−
√

3
±
√

6

)

,
1

√

18+6
√

3

(
3+
√

3
±i
√

6

)

.

14.4 (a) Since(SjΩ k)ab = ∑α(S
j)aα(Ω k)αb = ∑α δa,α+ jωkbδαb = ωkbδa,b+ j ,

(Ω kSj)ab = ∑
α
(Ω k)aα(S

j)αb = ∑
α

ωkaδaα δα ,b+ j = ωk(b+ j)δa,b+ j = (ω jkSjΩ k)ab.

(b) Use (a) and induction onr (it clearly holds forr = 0,1):

(SjΩ)r = ω
1
2 (r−1)(r−2) jkS(r−1) jΩ (r−1)kSjΩ k

= ω
1
2 (r−1)(r−2) jkS(r−1) j(ω(r−1) jkSjΩ (r−1)k)Ω k = ω

1
2 r(r−1) jkSr j Ω rk.

In particular, ford even, we have(SΩ)d =−I , and soSΩ has order 2d.
(c) Sincecc= 1, repeated application of (a) gives

h(SjΩ k)h−1 = SaΩ bSj(Ω kΩ−bS−a) = SaΩ bSj(ω−a(k−b)S−aΩ k−b)

= ω−a(k−b)Sa(Ω bSj−a)Ω k−b = ω−a(k−b)+b( j−a)SjΩ k = ωb j−akSjΩ k.

14.5 Using,(SjΩ k)αβ = ωβkδα ,β+ j , we have
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(F(SjΩ k)F−1)ab = ∑
α

∑
β
(F)aα(S

jΩ k)αβ (F
∗)βb = ∑

α
∑
β

ωaα
√

d
ωβkδα ,β+ j

ω−bβ
√

d

=
1
d ∑

α
ωaα ω(α− j)kω−b(α− j) = ω− jkωb j 1

d ∑
α

ω(a+k−b)α

= ω− jkωb jδa,b−k = (ω− jkS−kΩ j)ab,

(R(SjΩ k)R−1)ab = ∑
α

∑
β
(R)aα(S

jΩ k)αβ (R
∗)βb

= ∑
α

∑
β

µa(a+d)δaα ωβkδα ,β+ j µ−b(b+d)δβb

= µ(b+ j)(b+ j+d)ωbkµ−b(b+d)δa,b+ j = µ j( j+d)+2b jωbkδa,b+ j

= µ j( j+d)ωb( j+k)δa,b+ j = (µ j( j+d)SjΩ j+k)ab,

M(SjΩ k)M−1 = R(F−1SjΩ kF)R−1 = R(ω− jkS−kΩ j)R−1

= ω− jkµ−k(−k+d)S−kΩ j−k = µk(k−2 j+d)S−kΩ j−k,

(Pσ (S
jΩ k)P−1

σ )ab = ∑
α

∑
β
(Pσ )aα(S

jΩ k)αβ (P
∗
σ )βb

= ∑
α

∑
β

δa,σα ωβkδα ,β+ jδb,σβ = ωσ−1kbδσ−1a,σ−1b+ j

= ωσ−1bkδa,b+σ j = (Sσ jΩ σ−1k)ab.

14.6 The matricesRd andΩ d
2 are diagonal, with

(Rd) j j = µ j( j+d)d = (−1) j( j+d) = (−1) j2 = (−1) j = (Ω
d
2 ) j j .

From (14.13), we haveF(S
d
2 )F−1 = Ω d

2 .

14.7 We have associativity
(
(A,zA)(B,zB)

)
(C,zC) =

(
AB,(zA◦B)zB

)
(C,zC) =

(
ABC,(zA◦BC)(zB◦C)zC

)
,

(A,zA)
(
(B,zB)(C,zC)

)
= (A,zA)

(
BC,(zB◦C)zC

)
=
(
ABC,(zA◦BC)(zB◦C)zC

)
,

and identity(I ,1)

(I ,1)(A,zA) = (IA,(1◦A)zA) = (A,zA), (A,zA)(I ,1) = (AI,(zA◦ I)1) = (A,zA),

with inverse(A,ZA)
−1 = (A−1,z−1

A ◦A−1) = (A−1,(ZA◦A−1)−1)
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(A,ZA)
−1(A,ZA) = (A−1,Z−1

A ◦A−1)(A,ZA) = (A−1A,(Z−1
A ◦A−1A)ZA) = (I ,1),

(A,ZA)(A,ZA)
−1 = (A,ZA)(A

−1,Z−1
A ◦A−1) = (AA−1,(ZA◦A−1)(Z−1

A ◦A−1)) = (I ,1).

14.8 (a) Expanding, and using det(A) = αδ −βγ = 1, gives

cA(p,q) = (γ p1+δ p2)(αq1+βq2)− p2q1

= αγ p1q1+βγ p1q2+(αδ −1)p2q1+βδ p2q2

= αγ p1q1+βγ p1q2+βγ p2q1+βδ p2q2 = pTσAq.

(b) SincecA(p+q, p+q) = cA(p, p)+2cA(p,q)+cA(q,q), we have

ẑa(p+q)
ẑa(p)ẑa(q)

=
za(p+q)
za(p)za(q)

(−µ)cA(p,p)(−µ)cA(q,q)

(−µ)cA(p+q,p+q)
=

ωcA(p,q)

(−µ)2cA(p,q)
= 1.

Let B := ψb. Substituting intozab(p) = za(Bp)zb(p) gives

ẑab(p)
(−µ)(ABp)1(ABp)2

(−µ)p1p2
= ẑa(Bp)

(−µ)(ABp)1(ABp)2

(−µ)(Bp)1(Bp)2
ẑb(p)

(−µ)(Bp)1(Bp)2

(−µ)p1p2
,

and cancellation gives ˆzab(p) = ẑa(Bp)ẑb(p). From (14.19), (14.20), we get

ẑF( j,k) = ω− jk(−µ) jk−(−k) j = ω− jkω jk = 1,

ẑR( j,k) = µ j( j+d)(−µ) jk− j( j+k) = µ j( j+d)µ− j2(−1)− j2 = µ jd(−1) j = 1.

SinceM = RF, this gives ˆzM = (ẑR ◦ψF)ẑF = 1. For a = SjΩ k, ψa = I , so that
ẑSj Ωk = zSj Ωk. A simple calculation (see Exer. 14.4) giveszSj Ωk, i.e.,

(SjΩ k)Sp1Ω p2(SjΩ k)−1 = ωkp1− jp2Sp1Ω p2 =⇒ zSj Ωk(p) = ωkp1− jp2.

(c) For anyB=

(

α β
γ δ

)

∈ SL2(Z2d), expanding(p+d j)TσB(p+d j) gives

αγ (p2
1+2d j1p1+d2 j21)+2βγ (p1p2+d j1p2+d j2p1+d2 j1 j2)

+βδ (p2
2+2d j2p2+d2 j22)≡ αγ p2

1+2βγ p1p2+βδ p2
2≡ pTσBp mod 2d.

Hence the argument of (b) goes through.

14.9 (a) Fromzab(p) = zb(p)za(ψb(p)) andψab(p) = ψa(ψb(p)), we obtain

cp1
1 cp2

2

cψab(p)1
1 cψab(p)2

2

zab(p) =
cp1

1 cp2
2

cψb(p)1
1 cψb(p)2

2

zb(p)
cψb(p)1

1 cψb(p)2
2

cψa(ψb(p))1
1 cψa(ψb(p))2

2

za(ψb(p)),

which is ẑab = ẑb(ẑa◦ψb). SinceSaΩ b(SjΩ k)(SaΩ b)−1 = ωb j−akSjΩ k, we have

ẑSaΩb( j,k) = zSaΩb( j,k) = ωb j−ak.
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(b) Since det(S) = det(Ω) = (−1)d−1, and(−µ)d = (−1)dµd = (−1)d+1, we have

det(Ûp) = det(c j
1ck

2SjΩ k) = (−µ)d( j+k)(−1)(d−1)( j+k) = (−1)2d( j+k) = 1.

Henceza(p)d = det(za(p)Ûψa(p)) = det(aÛpa−1) = 1, i.e,. ẑa(p) is a d–th root of
unity. From Lemma 14.1, we calculate

ẑF( j,k) =
µ(d+1)( j+k)

µ(d+1)(k− j)
ω− jk = ω j− jk.

ẑR( j,k) =
µ(d+1)( j+k)

µ(d+1)( j+ j+k)
µ j( j+d) = µ j( j−1).

ẑM( j,k) =
µ(d+1)( j+k)

µ(d+1)(−k+ j−k)
µk(k−2 j+d) = µk(k−2 j+3).

ẑM( j,k) =
µ(d+1)( j+k)

µ(d+1)(σ−1 j+σk)
= µ(d+1)((1−σ−1) j+(1−σ)k).

These are indeed powers ofω (for the last, ifd is even thenσ ,σ−1 are odd).

14.10 (a) ForM =

(

α β
γ δ

)

, the conditionMTAM = A gives

(

α β
γ δ

)T(
0 1
−1 0

)(

α β
γ δ

)

=

(

0 αδ −βγ
−(αδ −βγ) 0

)

=

(

0 1
−1 0

)

,

which is equivalent to det(M) = αδ −βγ = 1.
(b) The inverse ofM ∈ SL2(Z) is given by the formula

(

α β
γ δ

)

=
1

αδ −βγ

(

δ −β
−γ α

)

=

(

δ −β
−γ α

)

.

(c) As in (b), the inverse inSL2(Zd) is given by
(

α β
γ δ

)

=

(

δ −β
−γ α

)

.

14.11 Suppose thatb∈ Z∗d′ has odd order, say 2a+1. Sinceba is a unit, we have

√
dcb,d = ∑

j∈Zd

µb j( j+d) =
d−1

∑
j=0

µbba j(ba j+d) =
d−1

∑
j=0

µ j2+ba+1d j =
d−1

∑
j=0

e
π i
d ( j2+ba+1d j).

Evaluating the Gauss sum using the quadratic reciprocity law (14.108) gives

√
dcb,d =

√
de

π i
4d (d−(ba+1d)2) =

√
d(
√

i)1−b2a+2d.
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Ford even,b must be odd, and ford odd, we may assume thatb is odd (by replacing
it by b+d if need be). Thusb2≡ 1 mod 8, so thatcb,d = (

√
i)1−d.

14.12 (a) The coefficient matrix of thek×k linear system









1 1 · · · 1
λ1 λ2 · · · λk
λ 2

1 λ 2
2 · · · λ 2

k
...

...
λ k−1

1 λ k−1
2 · · · λ k−1

k

















P1
P2
P3
...

Pk









=









I
A
A2

...
Ak−1









is the transpose of a Vandermonde matrix, and so is invertible. Thus the system can
be solved to give eachPj as a unique linear combination ofI ,A,A2, . . . ,Ak−1.
(b) For the eigenvalues 1,ω,ω2, . . . ,ωk−1 the coefficient matrix is thek×k Fourier
matrixFk (multiplied by

√
k). SinceFk is unitary, we can compute the inverse of the

coefficient matrix by taking its Hermitian transpose, to solve forPω j









P1
Pω
Pω2

...
Pωk−1









=
1
k










1 1 · · · 1
1 ω · · · ωk−1

1 ω2 · · · ω2(k−1)

...
...

1 ωk−1 · · · ω(k−1)2


















I
A
A2

...
Ak−1









.

(c) If A is d×d, then by (b) the multiplicity of the eigenvalueλ is

trace(Pλ ) =
1
k

(
d+λ trace(A)+λ 2

trace(A2)+ · · ·+λ k−1
trace(Ak−1)

)
.

If A is unitary, i.e.,A−1 = A∗, and k
2 < ℓ≤ k−1, thenAℓ = Aℓ−k = (A∗)k−ℓ gives

trace(Aℓ) = trace((Ak−ℓ)∗) = trace(Ak−ℓ), 1≤ k− ℓ <
k
2
.

(d) It follows fromF2 = P−1 thatF has order 4. SinceF3 = F−1 = F , we have

mλ =
1
4

(
d+λ trace(F)+λ 2

trace(F2)++λ 3
trace(F)

)
,

where, by the quadratic reciprocity law (14.108),

trace(F) =
1√
d

G(1,0,d) =
1
2
(1+ i)

(
1+(−i)d),

and

trace(F2) = ∑
j

1
d ∑

α
(ω2 j)α =

1
d ∑

j:2 j=0
∑
α

1α =
1
2

(
3+(−1)d).
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Thusmλ depends ond modulo 4, as given by Table 14.6.
(e) SinceZ3 = I , Z2 = Z−1 = Z∗, we have

mλ =
1
3

(
d+λ trace(Z)+λ 2

trace(Z)
)
.

With τ = e
2π i
3 , the quadratic reciprocity law (14.108), fora= 3, b= c= d, gives

trace(Z) = ζ d−1 1√
d

∑
j

µ j( j+d)+2 j2 = ζ d−1 1√
d

√

d
3

ζ 3−d
2

∑
k=0

τ−2dk(k+1)

=
ζ 2
√

3
(2+ τ−d) =

1
3
(1− τ2)(2+ τ−d) =







2+ τ , d≡ 0 mod 3;

1, d≡ 1 mod 3;

1+ τ , d≡ 2 mod 3.

Thusmλ depends ond modulo 3, as given by Table 14.7.

14.13 (a) It suffices to show thatR has orderd′. SinceRj j = (−µ) j2 and−µ is a
primitive d′–th root of unity, the diagonal matrixRhas orderd′ (considerj = 1).
(b),(c) Letτ = e

2π i
ℓ , a primitive ℓ–th root of unity. Takea = ℓ, b = ℓd+2(k− j),

c= d in the quadratic reciprocity law (14.108), to get

(F−1RℓF) jk = ∑
α

∑
β
(F−1)α j(R

ℓ)αβ (F)βk =
1
d

d−1

∑
α=0

µ−2α j µℓα(α+d)µ2αk

=
1
d

√

d
ℓ

e
π i

4ℓd

(
ℓd−(ℓd+2(k− j))2

) ℓ−1

∑
β=0

e−
π i
ℓ (dβ 2+(ℓd+2(k− j))β )

=
1
d

√

d
ℓ
(
√

i)1−ℓd(−1) j−kµ−
1
ℓ (k− j)2

ℓ−1

∑
β=0

(−1)
d
ℓ β 2+dβ τ( j−k)β .

For d odd, and ford even andℓ odd, we have

(−1)
d
ℓ β 2+dβ = (−1)

d
ℓ β+dβ = (−1)β ( d

ℓ+d) = 1,

so that the last sum becomes∑β (τ j−k)β , which isℓ if τ j−k = 1, i.e., j−k≡ 0 modℓ,
and is zero otherwise, which gives (b). Ford even andℓ even, we have

(−1)
d
ℓ β 2+dβ = (−1)

d
ℓ β = e−

2π i
ℓ

d
2 β = τ−

d
2 β ,

so the sum becomes∑β (τ j−k− d
2 )β , which isℓ if j − k− d

2 ≡ 0 modℓ, and is zero
otherwise, which gives (c).

14.14 (a) From Exer. 14.13 (b), we have
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(F−1R3F) jk =

√

3
d
(
√

i)1−3d

{

(−µ)−
1
3 ( j−k)2, j−k≡ 0 mod 3;

0, j−k 6≡ 0 mod 3,

since(−1) j−k = (−1)
1
3 ( j−k) = (−1)−

1
3 ( j−k)2 for j−k≡ 0 (mod 3). Multiplication

by (−1)d−1 = (−1)1−3d, followed by left and right multiplication by the diagonal

matricesR
2d
3 a andR gives the desired formula for(Wa) jk.

(b) The symplectic operation[M], M := R
2d
3 aF−1R3FR, has order 3, i.e.,(cM)3 = I ,

for some scalarc∈ T, since it has the following symplectic index of order 3

wa =

( −2 −3
1+ 2d

3 a 1

)

=

(

1 0
1 1

) 2d
3 a(

0 −1
1 0

)−1(
1 0
1 1

)3(
0 −1
1 0

)(

1 0
1 1

)

.

SincecM is unitary, we can determinec from (cM)2 = (cM)−1 = c−1M∗ (at some
nonzero entry). By the formula of (a) divided by(−1)d−1 = (−1)1−3d, we calculate

(M2)00 =
d−1

∑
α=0

M0αMα0 =
(
√

3
d
(
√

i)1−3d
)2

∑
α≡0 mod 3

(−µ)−
1
3α2+α2− 1

3α2+ 2d
3 aα2

.

Since(−1)3β 2
= (−1)β = µdβ and 3| α, the sum overα ≡ 0 (mod 3) evaluates to

∑
α
(−µ)

1
3α2

=

d
3−1

∑
β=0

(−µ)3β 2
=

d
3−1

∑
β=0

µ3β 2+dβ =

d
3−1

∑
β=0

e
π i

d/3 (β
2+ d

3 β )
=

√

d
3
(
√

i)1− d
3 ,

by the quadratic reciprocity law (14.108) Since(M∗)00 =
√

3
d(
√

i)−(1−3d), we have

c3 =
(M∗)00

(M2)00
=

(
√

i)−(1−3d)

(
√

i)2(1−3d)(
√

i)1− d
3

= (
√

i)4( d
3−1) = (−1)

d
3−1 = (−1)d−1,

so thatc= (−1)d−1, andWa has order 3.

(c) SinceF−1R3F is circulant, with constant diagonal
√

3
d(
√

i)1−3d, we have

trace(Wa)= (−1)d−1 trace(R
2d
3 a+1F−1R3F)= (−1)d−1

√

3
d
(
√

i)1−3d trace(R
2d
3 a+1).

Sinceτ3 = 1, µ
2d
3 = τ, and 3| d, we calculate

trace(R
2d
3 a+1) =

d−1

∑
j=0

µ( 2d
3 a+1) j( j+d) =

d−1

∑
j=0

(τaµ)(
2d
3 a+1) j( j+d) =

d−1

∑
j=0

τa j2µ j2+d j

=
2

∑
c=0

d
3−1

∑
k=0

τa(3k+c)2µ(3k+c)2+d(3k+c) =
2

∑
c=0

τac2
µcd+c2

d
3−1

∑
k=0

(µ3)3k2+(d+2c)k.
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By the quadratic reciprocity law, the sum overk can be written as

d
3−1

∑
k=0

e
π i

d/3(3k2+(d+2c)k)
=

√

d
9

e
π i
4d (d−(d+2c)2)

2

∑
β=0

e−
π i
3 ( d

3 β 2+(d+2c)β )

=

√

d
9

µ−cd−c2
(
√

i)1−d
2

∑
β=0

(−τ)
d
3 β 2+(d+2c)β ,

where the sum overβ simplifies to 1+ τ
d
3−c+ τ

d
3+c. Thus

trace(Wa) = (−1)d−1

√

3
d
(
√

i)1−3d

√

d
9
(
√

i)1−d
2

∑
c=0

τac2(
1+ τ

d
3−c+ τ

d
3+c)

=− i√
3

(
1+2τ

d
3 +2τa(1− τ

d
3 )
)
.

(d) Sinceτb = τ−b = τ2b = (τb)2, the eigenvaluesλ = 1,τ ,τ2 of Wa satisfyλ = λ 2,
and so, by Exer. 14.12, the multiplicity of the eigenvalueλ of Wa is

mλ =
1
3

(
d+λ 2 trace(Wa)+λ trace(Wa)

)
.

which depends ona and d
3 (mod 3).

(i) For d≡ 3 mod 9,d 6= 3, d
3 ≡ 1 (mod 3), so thatτ

d
3 = τ, trace(W1) = 3, and

mλ =
1
3

(
d+3(λ 2+λ )

)
=

{
d+6

3 , λ = 1;
d−3

3 , λ = τ ,τ2.

(ii) For d≡ 6 mod 9,d
3 ≡ 2 (mod 3), so that trace(W2) =−3, and

mλ =
1
3

(
d−3(λ 2+λ )

)
=

{
d−6

3 , λ = 1;
d+3

3 , λ = τ ,τ2.

(e) The factcW0 = (R−1F)−1Z(R−1F), with c a scalar, follows from the conjugacy

w0 = g−1zg, g :=

(

0 −1
1 1

)

=

(

1 0
1 1

)−1(
0 −1
1 0

)

.

By matrix multiplication,τ1−dW0 = (R−1F)−1Z(R−1F) is equivalent to

RFRF−1RF−1 = (−τζ )d−1I = (
√

i)1−dI .

From the calculation (14.62), we haveRFRFRF= (
√

i)1−dI , and so it suffices to
prove thatF−1RF−1 = FRF. By the quadratic reciprocity law, we have
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(F−1RF−1) jk =
1
d

d−1

∑
α=0

µ−2 jα µα(α+d)µ−2kα =
1
d

d−1

∑
α=0

e
π i
d (α2+α(d−2 j−2k))

=
1
d

√
de

π i
4d (d−(d−2 j−2k)2) =

1√
d
(
√

i)1−d(−1) j+kµ−( j+k)2.

From this, we have(F−1RF−1) jk = (F−1RF−1)− j,−k = (FRF) jk.

14.15 By the commutativity relation (14.5), we have

D̂pD̂q = (−µ)p1p2+q1q2Sp1Ω p2Sq1Sq2 = (−µ)p1p2+q1q2ω p2q1Sp1+q1Ω p2+q2

= (−µ)p2q1−p1q2(−µ)(p1+p2)(q1+q2)Sp1+q1Ω p2+q2 = (−µ)〈〈p,q〉〉D̂p+q.

From this we obtain

D̂pD̂−p = (−µ)〈〈p,−p〉〉D̂p−p = I =⇒ D̂−1
p = D̂−p,

D̂pD̂q = (−µ)〈〈p,q〉〉−〈〈q,p〉〉D̂qD̂p = (−µ)2〈〈p,q〉〉D̂qD̂p = ω〈〈p,q〉〉D̂qD̂p.

Now

D̂p+dq = (−µ)(p1+dq1)(p2+dq2)Sp1Ω p2 = (−µ)d(p1q2+p2q1+dp1q1)D̂p.

Since(−µ)d = (−1)d+1, for d odd the scalar on the left hand side is 1, and ford
even it is

(−1)p1q2+p2q1 = (−1)p2q1−p1q2 = (−1)〈〈p,q〉〉.

14.16 (a) SinceD̂p = (−µ)p1p2Ûp, whereÛp :=Up modd = Sp1Ω p2, we have

a(−µ)p1p2Ûpa−1 = ω〈χ ,Bp〉(−µ)(Bp)1(Bp)2ÛBp, ∀p∈ Z2.

SinceBp≡ Ap modd, we haveψa = A, and

za(p) = ω〈χ ,Ap〉(−µ)(Bp)1(Bp)2−p1p2, p∈ Z2
d,

where
cB(p, p) := (Bp)1(Bp)2− p1p2,

is calculated modulod′ (but depends only onp modd). As in Exer. 14.8 (a), we
havecB(p, p) = pTσBp.
(b) An element[B,χ ] ∈ ker f providedθ([B,χ ]) = (I ,1). For d odd, this implies
B= ψa = I , while za(p) = ω〈〈χ ,p〉〉 = 1 givesχ = 0, and sof is 1–1. Ford even, we
obtain (14.45) since

ψa = B modd = I , det(B) = 1 =⇒ B=

(

1+ rd sd
td 1+ rd

)

,

and usingσB =

(

td
sd

)

and(−µ)d j2 = ω d
2 j gives
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za(p) = ω〈〈χ ,p〉〉(−µ)dt p2
1+dsp22 = 1= ωχ2p1−χ1p2ω

d
2 t p1+

d
2 sp2 =⇒ χ =

(
sd

2
t d

2

)

.

(c) Each Appleby index has the form[B,0], so that

za(p) = (−µ)m = µ(d+1)m, m := (Bp)1(Bp)2− p1p2.

(i) Since 2d,d2≡ 0 modd′, d j2≡ d j modd′, we calculate

m= (d−1)p1((d+1)p1+(d−1)p2)− p1p2≡ p2
2−2p1p2 modd′,

(d+1)m≡ p2
2−2p1p2+dp2

2−2dp1p2≡ p2
2−2p1p2+dp2 modd′,

so that

ψa =

(

0 −1
1 −1

)

, za( j,k) = µk(k−2 j+d).

Thusa= Z (up to a scalar).
(ii) We have

m= (p1+(d+3)p2)((
4
3

d−1)p1+(d−2)p2)− p1p2

≡ (
4
3

d−1)p2
1−6p1p2+(d−6)p2

2 modd′,

which gives(d+1)m≡ (1
3d−1)p2

1−6p1p2+(d−6)p2
2 modd′, so that

ψa =

(

1 3
3α −2

)

, za( j,k) = µ( 1
3d−1) j2−6 jk+(d−6)k2

.

We have the factorisation

(d+1)Fa =

(
d+1 3
d−3

3 d−2

)

=

(

1 0
1 1

)d−1(
0 −1
1 0

)−1(
1 0
1 1

)−3(
0 −1
1 0

)(

1 0
1 1

) d
3

,

and so, by Lemma 14.3, we havea= Rd−1F−1R−3FR
d
3 (up to a scalar multiple).

(iii) Let β =
√

d+1. We have

m= (−
√

d+1p1+dp2)(dp1+(d−
√

d+1)p2)

≡−d
√

d+1(p2
1+ p1p2+ p2

2)+dp1p2 modd′,

For d odd,m(d+1)≡ (d2+d)p1p2≡ 0 mod 2d, so thatza(p) = 1. Ford even,

za(p) = µ(d+1)m = µm = (−1)−
√

d+1(p2
1+p1p2+p2

2)+p1p2

= (−1)p2
1+p1p2+p2

2+p1p2 = (−1)p1+p2 = ω
d
2 (p1+p2).

Thus
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ψa =

(

−β
−β

)

, za( j,k) = ω
d
2 (d+1)( j+k) =

{

1, d odd;

(−1) j+k, d even,

and we can take

a= S
1
2d(d+1)Ω

1
2d(d+1)P−β =

{

P−β , d odd;

S
d
2 Ω d

2 P−β , d even.

(iv) We observe that ifd is even, thenk is even andκ is odd, so thatκd≡ d modd′.
Since det(Fc) =−1, the operation is antiunitary. We have the factorisation

Fc =

(

d−2κ κ
d−κ d+2κ

)(

0 −1
1 0

)(

1 0
0 −1

)

,

where
(

d−2κ κ
d−κ d+2κ

)

=

(

1 0
1 1

)d+2(κ 0
0 d−3κ

)(

0 −1
1 0

)−1(
1 0
1 1

)d−2

.

Sinceκ(d−3κ)≡ 1 modd′, κ is a unit inZd′ , and so we may takea=Rd+2PκF−1Rd−2FC.

14.17 (a) The commutativity follows from (14.5), i.e.,

(SΩ ℓ)(SΩ m) = S(ωℓSΩ ℓ)Ω m = ωℓS2Ω ℓ+m.

(b) Since〈A,B〉= trace(AB∗), we have

〈SΩ ℓ,SΩ m〉= trace(SΩ ℓΩ−mS−1) = trace(Ω ℓ−m) = 0, ℓ−m∈ Z∗d.

(c) A symplectic index fora= (RℓF)−1 = F−1R−ℓ is given by

B=

(

0 1
−1 0

)(

1 0
−ℓ 1

)

=

(

−ℓ 1
−1 0

)

,

so that
za( j,k) = (−µ)(−ℓ j+k)(− j)− jk = (−µ)ℓ j2−2 jk.

Thus

(RℓF)−1SΩ ℓ(RℓF) = aSΩ ℓa−1 = za(1, ℓ)S
−ℓ1+ℓΩ−1 = (−µ)−ℓΩ−1,

i.e., SΩ ℓ has distinct eigenvalues(−µ)−ℓω− j = µ(d−1)ℓω− j with corresponding
eigenvectorsRℓFej .
(d) The matrices in the first set are diagonal, and so have eigenvectors{ej}. Up to
multiplication by a scalar, the matrices inMℓ are powers ofSΩ ℓ, and so have the
same eigenvectors. We can compute the diagonalisation by

(SΩ ℓ)r = ω
1
2 r(r−1)ℓSrΩ rℓ =

(
(−µ)−ℓΩ−1)r

= (−µ)−rℓΩ−r ,
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or
(RℓF)−1SrΩ rℓ(RℓF) = za(r, rℓ)S

−ℓr+rℓΩ−r = (−µ)−r2ℓΩ−r .

The eigenvalues will not all be distinct ifr is not a unit.

14.18 (a) Recall the determinant is the product of the eigenvalues. We have

det(S)= det(FSF−1)= det(Ω)=
d−1

∏
j=0

ω j =ω∑ j j =ω
1
2d(d−1)= µd(d−1)=(−1)d−1.

From the formula for the sum of consecutive squares, we have

d

∑
j=1

j( j +d) =
1
6

d(d+1)(2d+1)+
1
2

d2(d+1) =
1
6

d(d+1)(5d+1).

Sinceζ = e
2π i
24 = τ2

√
i
3
, we have that det(R) depends ond mod 12, i.e.,

det(R) =
d

∑
j=1

µ j( j+d) = µ
1
6d(d+1)(5d+1) = ζ 2(d+1)(5d+1) = τ1−d2

i3(d+1)2.

The determinant ofF andZ can be calculated from the Tables 14.6 and 14.7. Since
det(F) depends ond mod 8, we first consider det(Z), for which the table gives

det(Z) = τ(d−1)2 =

{

1, d≡ 1 mod 3

τ otherwise.

SinceZ = ζ d−1RF, we have

det(F) = det(ζ d−1I)−1det(R)−1det(Z) = ζ−d(d−1)ζ−2(d+1)(5d+1)ζ 8(d−1)2

= ζ−3d2−3d+6 = (
√

i
3
)−3d2−3d+6 =

√
i
−d2−d+2

= i1−
1
2d(d+1).

(b) Since det(c−1M) = c−d det(M), c is ad–th root of det(M). Sinceµ is ad–th root
of −1, we can take

Ŝ:=

{

S, d odd;

µS, d even;
Ω̂ :=

{

Ω , d odd;

µΩ , d even.

ForF , we can takec= ia to be a fourth root of unity whend 6≡ 0 mod 4, by solving

cd =
√

i
2ad

=
√

i
−d2−d+2 ⇐⇒ 2a≡−d2−d+2 mod 8,

e.g, ford≡ 3 mod 8, 6a≡ 6 givesa= 1, F̂ = c−1F =−iF . Ford≡ 0,4 mod 8, we
must takec to be a 4d–th root of unity. By similar calculations forZ, we obtain
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F̂ =







µ− 1
2 F, d≡ 0 mod 8;

F, d≡ 1,6 mod 8;

iF, d≡ 2,7 mod 8;

−iF, d≡ 3 mod 8;

µ 1
2 F, d≡ 4 mod 8;

−F, d≡ 5 mod 8;

Ẑ =







ω−
1
3 , d≡ 0 mod 3;

Z, d≡ 1 mod 3;

τZ, d≡ 2 mod 3;

and one can takêR= ẐF̂−1.
(c) The subgroups of〈Ŝ,Ω̂ , F̂, R̂〉 containing〈Ŝ,Ω̂〉 are canonical abstract error
groups. Ford = 2, the canonical abstract error group, index group pairs are

〈8,4〉, 〈4,2〉 〈16,9〉, 〈8,3〉, 〈24,3〉, 〈12,3〉, 〈48,28〉, 〈24,12〉.

These include the two which are not dicyclic groups (see Example 13.21). Ford= 3,

〈27,3〉, 〈9,2〉, 〈54,8〉, 〈18,4〉, 〈81,9〉, 〈27,3〉, 〈108,15〉, 〈36,9〉,

〈162,14〉, 〈54,5〉, 〈216,88〉, 〈72,41〉, 〈648,532〉, 〈216,153〉.
For d = 4, there are 19 canonical abstract error groups. The first feware

〈64,19〉, 〈16,2〉, 〈128,749〉, 〈32,34〉, 〈128,782〉, 〈32,31〉, 〈128,545〉, 〈32,24〉,

〈192,4〉, 〈48,3〉, 〈256,24064〉, 〈64,242〉, 〈256,21237〉, 〈64,236〉,
〈256,17275〉, 〈64,216〉, 〈256,217〉, 〈64,18〉, 〈256,395〉, 〈64,34〉.

The remaining ones have orders 384, 512, 768, 1024, 1536, 3072.

14.19 (a) SinceF andR have finite orders (4 andd′) their eigenvalues, and hence
determinants, are roots of unity. ThusF andRcan be multiplied by appropriate roots
of unity to obtain matriceŝF andR̂with determinant 1 (see Exer. 14.18). The group
〈F̂ , R̂〉 contains all elements of〈F,R〉 up to multiplication by ann–th root of unity
(wheren is fixed). Since〈F̂ , R̂〉 ⊂ SLd(C), the only scalar matrices that can belong
to it are those given byd–th roots of unity. Since

CSp(d)

[I ]
∼= 〈F,R〉

[I ]∩〈F,R〉
∼= 〈F̂, R̂,ωI〉

〈ωI〉 ,

andCSp(d)/[I ] is finite, we conclude that〈F,R〉 must be finite.
(b) SinceF commutes withP−1 = (P−1)

−1 = F2, it suffices to show thatRdoes also

(P−1RP−1) jk =∑
α

∑
β

δ j,−α µα(α+d)δα ,β δβ ,−k = µ− j(− j+d)δ jk = µ j( j+d)δ jk = (R) jk.

14.20 (a) SinceA= A∗, we haveg(A)∗ = g(A) = g(A∗) if and only if

g(ak j) = g(ak j), ∀ j,k,
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which is equivalent tog commuting with conjugation onQ({a jk}) (sinceg fixesQ).

(b) If g commutes with conjugation, theng(v∗) = g(v)T = g(v)
T
= g(v)∗, so that

g(vv∗) = g(v)g(v∗) = g(v)g(v)∗, g(v)∗g(v) = g(v∗)g(v) = g(v∗v) = g(1) = 1,

i.e., g(vv∗) is a rank one orthogonal projection, with the necessity thatg commute
with conjugation from (a).
(c) Sinceg(Π) is an orthogonal projection, by (b),g must commute with complex
conjugation onQ(Π). Sinceg is an automorphism ofE fixing 1∈ Q, it mapsµ to
another 2d–th root of unity, and sog commutes with complex conjugation onQ(µ),
and hence on the SIC fieldE=Q(Π ,µ).

14.21We observe thatb=F−1C has the (extended) symplectic indexB=

(

0 −1
−1 0

)

.

(a) It suffices to show the symplectic indices ofb andZ do not commute:

Bz=

(

0 −1
−1 0

)(

0 −1
1 −1

)

=

(

−1 1
0 1

)

6=
(

1 0
1 −1

)

=

(

0 −1
1 −1

)(

0 −1
−1 0

)

= zB.

From (a), it follows that the subgroup generated byb andZ is nonabelian (ford≥ 2).
(b) Sinceb andZ are symmetries of all thed = 2,3 SICs, their symmetry groups are
nonabelian.
(c) If b andZ are symmetries of a SIC, then the symmetry group is nonabelian. Sim-
ilarly, if b andM! are symmetries of a SIC, then the symmetry group is nonabelian,
since their symplectic indices do not commute:

B

(
d+1 3
d−3

3 d−2

)

=

(
3−d

3 d+2
d−1 −3

)

6=
( −3 d−1

d+2 3−d
3

)

=

(
d+1 3
d−3

3 d−2

)

B.

14.22 Sincecc= 1, c∈ T, [a] ·Π = [a] · (vv∗) is well defined, and we observed that
it maps (Weyl–Heisenberg) SIC fiducials to SIC fiducials. Fora unitary, we have

[a] ·Π = (av)(av)∗ = a(vv∗)a∗ = aΠa−1.

For aC antiunitary, we observe(aC)−1 =C−1a−1 andΠ =CΠC−1, so that

[aC] ·Π = (aCv)(aCv)∗ = (av)(av)∗ = avv∗a∗ = aΠa−1 = (aC)Π(aC)−1.

Thus, for[a] ∈ PEC(d), [a] ·Π = aΠa−1, and so is an action on the SIC fiducials.

14.23 (a) It suffices to show that the conjugates of the generators of E are inE.
Clearly µ = µ−1 ∈ E. SinceΠ ∗ = (vv∗)∗ = vv∗ = Π , we haveΠ = (Π ∗)T = ΠT ,
i.e., the conjugate of an entry ofΠ is an entry ofΠ .
(b) Since[a] · (vv∗) := (av)(av)∗, [a] ∈ PEC(d), defines an action of the extended
Clifford group on the Weyl–Heisenberg SIC fiducial projectors (see Exer. 14.22),
it sufficies to show that the entries ofΠ ′ = [a] ·Π belong toE = Q(Π ,µ) for the
nonscalar generatorsa= S,Ω ,F,R,C (Theorem 14.1). Fora unitary,Π ′ = aΠa−1,
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so the entries ofΠ ′ belong toE provided that the entries ofa do. This works for
a = S,Ω ,R (sinceµ ∈ E by definition). Fora = F , we modify this argument. We
observe thatΠ ′ = (

√
dF)Π(

√
dF)−1, where

√
dF has entries inE (formerly the

SIC field was defined to contain
√

d, so thatF itself would have entries in the SIC
field [AYAZ13]). Finally, for a=C, Π ′ = Π , which has entries inE by (a).

14.24 (a) We haveχ [a]−1·Π
p = trace(a−1ΠaD̂p) = trace(ΠaD̂pa−1), so (14.43) gives

χ [a]−1·Π
p = trace(Πω〈〈b,Bp〉〉D̂Bp) = ω〈〈b,Bp〉〉χΠ

Bp.

ReplacingΠ by [a] ·Π , gives the stated formula.
(b) SinceΠ ∗ = Π , we haveΠ = ΠT . Using trace(A) = trace(AT), we calculate

χΠ
p = χΠT

p = trace(ΠTD̂p) = trace(D̂T
pΠ) = trace(Π D̂T

p).

SinceD̂p = (−µ)p1p2Sp1Ω p2 andST = S−1, Ω T = Ω , (14.5) gives

D̂T
p =(−µ)p1p2Ω p2S−p1 =(−µ)p1p2ω−p1p2S−p1Ω p2 =(−µ)−p1p2S−p1Ω p2 = D̂−Jp,

so that
χΠ

p = trace(Π D̂T
p) = trace(Π D̂−Jp) = χΠ

−Jp.

(c) By part (a), the formula holds for an Appleby index with det(B) = 1. Hence
it suffices to consider an antiunitary[aC], with Appleby index[BJ,b] = [B,b][J,0],
where det(BJ) =−1. Now[aC] ·Π = aCΠCa−1 = aΠa−1 = [a] ·Π . Since,a∈C(d)
has Appleby index[B,b], by (a) and (b), we have

χΠ
−Jp = χΠ

p = ω〈〈b,Bp〉〉χ [a]·Π
Bp = ω〈〈b,Bp〉〉χ [aC]·Π

Bp .

Replacingp by−Jpabove gives

χΠ
p = χΠ

(−J)2p = ω〈〈b,−BJp〉〉χ [aC]·Π
−BJp = ω〈〈b,det(BJ)BJp〉〉χ [aC]·Π

det(BJ)BJp.

14.25 First suppose thatB= Fz=

(

0 −1
1 −1

)

. Then a matrixA=

(

α β
γ δ

)

∈GL2(Zd′)

is in C(Fz) if and only if AFz = FzA, i.e.,γ =−β , α +β = δ , which gives

A=

(

α β
−β α +β

)

= α
(

1 0
0 1

)

+β
(

0 1
−1 1

)

= αI −βFz.

ThereforeC(Fz) = {αI + βFz : α,β ∈ Zd′}∩GL2(Zd′). By the Cayley–Hamilton
theorem, we haveF2

z +Fz+ I = 0, so that

(α1I +β1Fz)(α2I +β2Fz) = α1α2I +(α1β2+α2β1)Fz+β1β2(−Fz− I)

= (α2I +β2Fz)(α1I +β1Fz),
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andC(Fz) is abelian. ThusC(Fz) is the unique maximal abelian subgroup containing
Fz, and hence containingS0(Π) andS(Π) (which are abelian and containFz).

Now suppose thatB= AFzA−1, for someA∈ ESL2(Zd′). Then

C(B) = AC(Fz)A
−1 = {αI +βAFzA

−1 : α,β ∈ Zd′}∩GL2(Zd′),

which is abelian, since it is the conjugate of an abelian group. It is the maximal
abelian subgroup containingB, and hence containingS0(Π) andS(Π), as before.

14.26 (a) It suffices to show this for the generatorsa= S,Ω ,F,R (Theorem 14.1).

For these, we haveS,Ω ,R,
√

i
d−1

F ∈Q(µ)d×d ⊂ Ed×d.
(b) It suffices to consider the generators of part (a). By (14.86), we haveg(S) = S,
g(Ω) = Ω kg, and, similarlyg((−µ) j2δ jk) = (−µ)kg j2δ jk givesg(R) = Rkg. Sinceg
commutes with conjugation, we have

(g(
√

i
d−1

F))∗g(
√

i
d−1

F) = g(F∗F) = g(I) = I ,

so thatg(
√

i
d−1

F) is unitary, and it is in the Clifford group, since

g(
√

i
d−1

F)SjΩ kg(
√

i
d−1

F)−1 = g(FSjΩ k−1
g kF−1) = g(ω−k−1

g jkSk−1
g kΩ− j)

= ω− jkSk−1
g kΩ−kg j .

(c) We observeg([a]) is well defined, since ifb∈ [a] with b= za, z∈E, |z|= 1, then
|g(z)|2 = g(z)g(z) = g(z)g(z) = g(zz) = g(1) = 1, so thatg(b) = g(z)g(a) ∈ [g(a)].
This defines an action ofGc, since 1([a]) = [1(a)] = [a] and

g(h([a])) = g([h(a)]) = [g(h(a))] = [(gh)(a)] = (gh)([a]).

(d) The Appleby index multiplication[B1,b1][B2,b2] = [B1B2,b1+B1b2] satisfies

[HgB1H−1
g ,Hgb1][HgB2H−1

g ,Hgb2] = [Hg(B1B2)H
−1
g ,Hg(b1+B1b2)],

and so it suffices to show the formula for the generators. From(b), we have

g( f ([0, p])) = g([Dp]) = [DHgp] = f ([0,Hgp]),

and withBa denoting the symplectic index of a symplectic operation[a],

Bg(R) = BRkg = (BR)
kg =

(

1 0
kg 1

)

=

(

1 0
0 kg

)(

1 0
1 1

)(
1 0
0 k−1

g

)

= HgBRH−1
g ,

Bg(F) =

(

0 k−1
g

−kg 0

)

=

(

1 0
0 kg

)(

0 1
−1 0

)(
1 0
0 k−1

g

)

= HgBFH−1
g .

14.27 (a) Since[a] ·Π = aΠa−1, we have
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[b] ∈ SΠ ⇐⇒ bΠb−1 = Π ⇐⇒ aba−1(aΠa−1)(aba−1)−1 = aΠa−1

⇐⇒ [a][b][a]−1 = [aba−1] ∈ S[a]·Π .

(b) By Exer. 14.26, for any[a] ∈ PEC(d), we may assume thatQ(a)⊂ E. Thus

[a] ∈ SΠ ⇐⇒ [a] ·Π = Π ⇐⇒ aΠa−1 = Π , whereQ(a)⊂ E

⇐⇒ g(a)g(Π)g(a)−1 = g(Π) ⇐⇒ [g(a)] ·g(Π) = g(Π)

⇐⇒ g([a]) = [g(a)] ∈ Sg(Π).

(c) The fiducialg(Π j) is on some orbitOk, and so there is[a] ∈ PEC(d) with

g(Π j) = [a] ·Πk.

By (a) and (b), we have

Sg(Π j ) = S[a]·Πk
=⇒ g(SΠ j ) = [a] ·SΠk = [a]SΠk[a]

−1.

Let [aL] ∈ SΠ j be canonical order 3, with symplectic indexL. Then by the above,
there is some[aM] ∈ SΠk, with symplectic indexM, and

g([aL]) = [g(aL)] = [a][aM][a]−1.

Let [B,q] be an Appleby index ofa. SinceHgLH−1
g is a symplectic index ofg([aL]),

it follows from the above that the Appleby indices satisfy

[HgLH−1
g ,0]≡ [B,q][HgMH−1

g ,0][B,q]−1 modK,

whereK is the kernel of the Appleby indexing homomorphismfE of (14.57), which
is the kernel off (see Theorem 14.2), anda≡ b (mod K) means thata−1b ∈ K.
Expanding[HgLH−1

g ,0][B,q]≡ [B,q][HgMH−1
g ,0], gives

[HgLH−1
g B,HgLH−1

g q]≡ [BHgMH−1
g ,q] modK.

For d odd, K is trivial, so thatHgLH−1
g q = q. For d even, multiplication by an

element ofK adds(sd
2 , t

d
2), s, t ∈ {0,1}, to the second index, so that

(A− I)q= (HgLH−1
g − I)q=

{

0 modd, d is odd;

0 mod d
2 , d is even,

whereA :=HgLH−1
g modd has trace−1 (sinceaL is canonical order 3). By (14.71),

we haveA2 =−A− I , so that(−A−2I)(A− I) = 3I , and we have

3q= (−A−2I)(A− I)q=

{

0 modd, d is odd;

0 mod d
2 , d is even.
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(d) If d is odd, then 3 is a unit, so that 3q= 0 givesq= 0. If d is even, we have

q=

(
sd

2
t d

2

)

, s, t ∈ {0,1}.

Multiplication of [B,q] by [

(

1+ rd sd
td 1+ rd

)

,

(
sd

2
t d

2

)

] ∈ K gives a symplectic index.

Hence, ifΠ = Π j is a centred fiducial, theng(Π) = [a] ·Πk, with [a] symplectic, so
that

Sg(Π) = S[a]·Πk
= [a]SΠk[a]

−1,

which consists of symplectic operations, i.e.,g(Π) is a centred fiducial.
Remark:If d≡ 0 mod 3, then it can be shown thatq is unique, withq≡ 0 mod d

3 .
(e) We show that ifΠ is strongly centred, then all centred fiducials on its extended
Clifford orbit arestronglycentred. By (c), every centred fiducial on the extended
Clifford orbit of Π has the form[a] ·Π , where[a] is symplectic, with symplectic
indexB. By (14.89), we have

χ [a]·Π
det(B)Bp = χΠ

p ∈ E1,

so that[a] ·Π is strongly centred.
(f) For the first part, we need only consider the cased ≡ 0 mod 3. Here, we have
g(Π j) = [a] ·Πk, where[a] has extended Appleby index[B,q] with q≡ 0 mod d

3 ,
i.e.,q j = α j

d
3 , α j ∈ {0,1,2}. By (14.89),

χΠ
p = ω〈〈q,det(B)Bp〉〉χ [a]·Πk

det(B)Bp, ∀p∈ Z2
d′ ,

which implies that the third roots of unityωq j = (e
2π i
3 )α j are inE1. Now

g1(e
2π i
3 ) = g1((−µ)

2d
3 ) = (−µ)−

2d
3 = e−

2π i
3 ,

soωq j is fixed byg1 (is inE1) if and only if a j = 0, i.e.,q= 0 and[a] is symplectic.
Now consider alld. Sinceg1∈G0, we haveg1(Π j) = [a] ·Π j , where[a] is sympletic,
with sympletic indexB. Let Π = Π j . Then by (14.90) and (14.89), we have

χg1(Π)
Jp = χΠ

p , χΠ
p = χ [a]·Π

det(B)Bp = χg1(Π)
det(B)Bp, ∀p,

so thatJ = det(B)B, which givesB=−J. The symplectic operation with sympletic
indexB=−J is P−1C, so that

g1(Π) = [P−1C] ·Π = P−1gc(Π)P−1
−1 = P−1ΠP−1.

14.28 (a) The composition is given by the multiplication formula,since

(a1g1)◦(a2g2)(v) = (a1g1)(a2g2(v)) = a1g1(a2)g1(g2(v)) = a1g1(a2)g1g2(v),
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and the product is inX (see Exer. 14.26). Since composition is associative, it suffices
to verify the formula given for the inverse, i.e.,

(g−1(a−1)g−1)(ag) = g−1(a−1)g−1(a)g−1g= g−1(a−1a)1= g−1(I) = I ,

(ag)(g−1(a−1)g−1) = ag(g−1(a−1))gg−1 = aa−11= I .

(b) The multiplication is well defined, since for[a] ∈ PC(d) one can always choose
a∈ Ed×d (see Exer. 14.26), and in its definitiona j is unique up to multiplication by
a unit scalarc j ∈ E, and therefore

([c1a1]g1)([c2a2]g2) = [c1a1g1(c2a2)]g1g2 = [c1c2a1g1(a2)]g1g2 = [a1g1(a2)]g1g2.

The group properties can verified by taking representativesin Ed×d, and using (a). It
is clear PC(d) andGc are subgroups. PEC(d) appears as the subgroup EC(d)×〈gc〉
(it is easily checked the multiplication is consistent).
(c) The formula for[a]g ·Π is well defined (multiplyinga by a unit scalar inE
doesn’t change its value). It gives a group action, since[I ]1·Π = Π , and

[a1]g1 · ([a2]g2 ·Π) = [a1]g1 · (a2g2(Π)a−1
2 ) = a1g1(a2)g1(g2(Π))g1(a

−1
2 )a−1

1

= (a1g1(a2))(g1g2)(Π)(a1g1(a2))
−1 = ([a1]g1)([a2]g2) ·Π .

If Π = vv∗ is stabilised byag, i.e., (agv)∗(agv) = vv∗, then unit vectorsagvandv
gives the same rank one orthogonal projector, and so must be unit scalar multiples
of each other. Since[a]g has finite order (Gc is assumed to be a finite abelian group),
the scalar is a root of unity.
(d) It is easy to verify that this multiplication gives a group, with identity [I ,0,1],
and inverse

[B,b,g]−1 = [H−1
g B−1Hg,−H−1

g B−1b,g−1].

Further, we have

fGc([B1,b1,g1][B2,b2,g2]) = f ([B1Hg1B2H−1
g1

,b1+B1Hg1b2])g1g2,

and sincef is a homomorphism

fGc([B1,b1,g1]) fGc([B2,b2,g2]) = f ([B1,b1])g1 f ([B2,b2])g2

= f ([B1,b1])g1( f ([B2,b2]))g1g2 = f ([B1,b1]) f ([Hg1B2H−1
g1

,Hg1b2])g1g2

= f ([B1,b1][Hg1B2H−1
g1

,Hg1b2])g1g2 = f ([B1Hg1B2H−1
g1

,b1+B1Hg1b2])g1g2.

Thus fGc is a homomorphism, with kernel ker( fGc) = {[B,b,1] : [B,b] ∈ ker( f )}.
(e) The mapΘ is a homomorphism, since

Θ([B1,b1,g
j1
c ][B2,b2,g

j2
c ]) =Θ([B1J j1B2J− j1,b1+B1J j1b2,g

j1+ j2
c ])

= [B1J j1B2J− j1J j1+ j2,b1+B1J j1b2]

= [B1J j1,b1][B2J j2,b2] =Θ([B1,b1,g
j1
c ])Θ([B2,b2,g

j2
c ]).
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An index[B,b,g j
c] is in its kernel if and only if[BJj ,b] = [I ,0], i.e.,b= 0, and

BJj = I =⇒ (−1) j = det(BJj) = det(I) = 1 =⇒ j = 0, B= I ,

so that[B,b,g j
c] = [I ,0,1], and thereforeΘ is an isomorphism.
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Exercises of Chapter 15

15.1 Suppose 0≤ j ≤ n. Then forc : ∆n− j → R andb : ∆n→ R, we calculate

〈Rjc,b〉ν ,n = ∑
|α |=n

(ν)α
α!

(Rjc)αbα = ∑
|α |=n

(ν)α
α! ∑

|γ |= j

(
j
γ

)
(−α)γ

(−|α|) j
cα−γbα

= ∑
|β |=n− j

∑
|γ |= j

(ν)β+γ

(β + γ)!

(
j
γ

)
(−β − γ)γ

(−n) j
cβ bβ+γ

= ∑
|β |=n− j

(ν)β

β !
cβ ∑
|γ |= j

β !
(ν +β )γ

(β + γ)!

(
j
γ

)
(−β − γ)γ

(−n) j
bβ+γ ,

and so(R∗ν)
j is given by

((R∗ν)
jb)β = ∑

|γ |= j

β !
(ν +β )γ

(β + γ)!

(
j
γ

)
(−β − γ)γ

(−n) j
bβ+γ

= ∑
|γ |= j

(ν +β )γ

(
j
γ

)
(−1) j

(−n) j
bβ+γ = ∑

|γ |= j

(β +ν)γ

(|β |+1) j

(
j
γ

)

bβ+γ .
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Exercises of Chapter 16

16.1 (a) The integral converges, and defines a bounded linear map,since

∣
∣

∫

J
〈 f , f j〉〈g, f j〉dµ( j)

∣
∣2≤

∫

J
|〈 f , f j〉|2dµ( j)

∫

J
|〈g, f j〉|2dµ( j)≤ B‖ f‖2‖g‖2.

(b) The linearity ofS, and inequality follow from

〈S f,g〉= 〈g,S f〉=
∫

J
〈 f , f j〉〈g, f j〉dµ( j), 〈S f, f 〉=

∫

J
|〈 f , f j〉|2dµ( j).

(c) Expandf = SS−1 f = S−1S f, and use

〈S−1 f , f j〉= 〈 f ,S−1 f j〉, S−1
∫

J
〈 f , f j〉 f j dµ( j) =

∫

J
〈 f , f j〉S−1 f j dµ( j).

(d) The linear functional definingVa is bounded, since (by Cauchy–Schwarz)

∣
∣
∣
∣

∫

J
〈 f , f j〉a j dµ( j)

∣
∣
∣
∣

2

≤
∫

J
|〈 f , f j〉|2dµ( j)‖a‖2ℓ2(µ) ≤ B‖ f‖2‖a‖2ℓ2(µ).

The formula forV∗ f follows from

〈V∗ f ,a〉= 〈 f ,Va〉ℓ2(µ) =
∫

J
〈 f , f j〉a j dµ( j) = 〈(〈 f , f j〉) j∈J,a〉ℓ2(µ).

16.2 With S the frame operator (see Exer. 16.1), the proof of Theorem 6.1gives

trace(S)2≤ d trace(S2),

with equality if and only if( f j) j∈J is tight. Let(eℓ) be an orthonormal basis, then
thetrace formula(see Exer. 2.13) and Plancherel, gives

trace(S) = ∑
ℓ

〈Seℓ,eℓ〉= ∑
ℓ

∫

J
|〈 f j ,eℓ〉|2dµ( j) =

∫

J

(

∑
ℓ

|〈 f j ,eℓ〉|2
)

dµ( j)

=
∫

J
‖ f j‖2dµ( j),

trace(S2) = ∑
ℓ

〈S(Seℓ),eℓ〉= ∑
ℓ

∫

J

(∫

J
〈eℓ, fk〉〈 fk, f j〉dµ(k)

)

〈 f j ,eℓ〉dµ( j)

=
∫

J

∫

J

(

∑
ℓ

〈eℓ, fk〉〈 f j ,eℓ〉
)

〈 fk, f j〉dµ(k)dµ( j)

=
∫

J

∫

J
|〈 fk, f j〉|2dµ(k)dµ( j).
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Substituting these into the inequality above gives the result.

16.3 We recall thatS(and henceS−1) is Hermitian.
(a)P∗Φ = (V∗S−1V)∗ =V∗S−1V = PΦ , P2

Φ =V∗S−1VV∗S−1V =V∗S−1V = PΦ .
(b) We have

(PΦa) j = 〈S−1Va, f j〉= 〈Va,S−1 f j〉=
∫

J
〈ak fk,S

−1 f j〉dµ(k)

=

∫

J
〈 fk,S−1 f j〉ak dµ(k) = ([PΦ ] ·µ a) j .

(c) From the frame definition, we have

‖vk‖2L(µ) =
∫

J
|〈 fk,S−1 f j〉|2dµ( j) =

∫

J
|〈S−1 fk, f j〉|2dµ( j)≤ B‖S−1 fk‖2,

so thatvk ∈ L2(µ). We calculate

〈vr ,vs〉L2(µ) =
∫

J
〈 fr ,S−1 f j〉〈 fr ,S−1 f j〉dµ( j)

=
∫

J
〈S− 1

2 fr ,S
− 1

2 f j〉〈S−
1
2 f j ,S

− 1
2 fr〉dµ( j) = 〈S− 1

2 fr ,S
− 1

2 fs〉,

by the Plancherel identity for the normalised tight frame(S−
1
2 f j).

16.4 The frame operatorS= AI, and so has finite trace:

traceS=
∫

J
trace〈·, f j〉 f j dµ( j) =

∫

J
‖ f j‖2dµ( j) = µ(J) = Ad,

which gives1
A = d

µ(J) .

16.5 (a) Letx∈H , so thatx= Px, and point evaluation ofx at j is given by

j 7→ x j = 〈x,ej〉= 〈Px,ej〉= 〈x,Pej〉,

which impliesK j = Pej .
(b) SinceH is the orthogonal complement of the vector(1,1, . . . ,1), one computes

K j(k) =

{
n−1

n , k= j;

−1
n, otherwise.

This frame is the vertices of the simplex.

16.6 (a) LetP be the orthogonal projection onto a subspaceK of H , andK be the
reproducing kernel forH . For f ∈K , we have

f (x) = 〈 f ,Kx〉= 〈P f,Kx〉= 〈 f ,PKx〉,
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so thatK is reproducing kernel Hilbert space, with kernelKK (x,) = 〈PKy,PKx〉.
(b) LetPj be the orthogonal projection ontoH j , and writef = ∑ j f j , f j ∈H j . Then

f (x) = ∑
j

f j(x) = ∑
j
〈 f j ,(K j)x〉= ∑

j
〈Pj f ,(K j)x〉= ∑

j
〈 f ,Pj(K j)x〉= ∑

j
〈 f ,(K j)x〉

= 〈 f ,(∑
j

K j)x〉, ∀ f ∈H ,

so that∑ j K j is the reproducing kernel ofH .

16.7 Every subspaceH of L2(S) is the orthogonal direct sum of its projections onto
theH j . If H is rotationally invariant, then so is its projection onto the rotationally
invariant subspaceHk, which is eitherHk or 0 (by the irreducibility ofHk). Thus
H has the asserted form.

16.8 Substituteλ = d
2 , t = ‖x‖, y= 〈x,y〉

‖x‖ , to obtain

∞

∑
k=0

Z(k)
ξ (x) = (1−‖x‖2)

∞

∑
k=0

C
( d

2 )

k

( 〈x,ξ 〉
‖x‖

)

‖x‖k.

16.9 (a) ForΠ1(S) = H0⊕H1, (16.20) and (16.40) give

Zξ (x) = Z{0,1}ξ (x) = Z(0)
ξ (x)+Z(1)

ξ (x) = 1+d〈x.ξ 〉.

For Π1(R
d) = P0⊕P1 =V(0)

0 ⊕V(1)
0 , (16.47) gives the reproducing kernel

K(x,y) =
Z(0)(x,y)

area(S)‖1‖2w,0
+

Z(1)(x,y)

area(S)‖1‖2w,1
=

1
area(S)

( 1

‖1‖2w,0
+

d〈x,ξ 〉
‖1‖2w,1

)

,

with the corresponding tight frame given byZξ = K(·,ξ ).
(b) Let ξ j = (x j ,y j ,zj), then the Gramian of(Zξ j

)4
j=1 is






1+3〈ξ1,ξ1〉 1+3〈ξ1,ξ2〉 1+3〈ξ1,ξ3〉 1+3〈ξ1,ξ4〉
1+3〈ξ2,ξ1〉 1+3〈ξ2,ξ2〉 1+3〈ξ2,ξ3〉 1+3〈ξ2,ξ4〉
1+3〈ξ3,ξ1〉 1+3〈ξ3,ξ2〉 1+3〈ξ3,ξ3〉 1+3〈ξ3,ξ4〉
1+3〈ξ4,ξ1〉 1+3〈ξ4,ξ2〉 1+3〈ξ4,ξ3〉 1+3〈ξ4,ξ4〉




 .

This factors asA∗A, with A column equivalent toB, where

A=







1 1 1 1√
3x1
√

3x2
√

3x3
√

3x4√
3y1
√

3y2
√

3y3
√

3y4√
3z1
√

3z2
√

3z3
√

3z4






, B=







1 0 0 0√
3x1 x2−x1 x3−x1 x4−x1√
3y1 y2−y1 y3−y1 y4−y1√
3z1 z2−z1 z3−z1 z4−z1






.

The polynomials(Zξ j
)4

j=1 are a basis if and only if their Gramian is invertible, i.e.,
B is invertible. By taking a cofactor expansion along the firstrow, it follows thatB
is invertible if and only if the vectorsξ2−ξ1, ξ3−ξ1, ξ4−ξ1 are not coplanar.
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(c) The basis(Zξ j
)4

j=1 is orthogonal if the off diagonal entries of its Gramian are 0,
i.e.,

1+3〈ξ j ,ξk〉= 0, j 6= k =⇒ 〈ξ j ,ξk〉=−
1
3
, j 6= k,

so that(ξ j)
4
j=1 are the vertices of a regular simplex.

16.10 (a) By (16.56) and the multinomial identity, we have

Kp0(z,w) =

(
d−1+ p

d−1

)

∑
|α |=p

zαwα
(

p
α

)

=

(
d−1+ p

d−1

)

〈z,w〉p.

(b) Since the holomorphic polynomials of degrees 0,1, . . . ,n are orthogonal, we add
their reproducing kernels, to get

K(z,w) =
n

∑
p=0

(
d−1+ p

d−1

)

〈z,w〉p.

(c) Differentiating the (absolutely convergent) geometric series

1+x+x2+ · · ·= 1
1−x

, |x|< 1,

d−1 times gives

(d−1)! +
d!
1!

x+
(d+1)!

2!
x2+ · · ·= (d−1)!

(1−x)d , |x|< 1,

i.e.,
∞

∑
p=0

(
d−1+ p

p

)

xp =
1

(1−x)d , |x|< 1.

Thus, we have

∞

∑
p=0

Kp0(z,w) =

(
d−1+ p

d−1

)

〈z,w〉p = 1
(1−〈z,w〉)d .

(d) Expanding the Poisson kernel, as in Exer. 16.8, gives

P(z,w) =
1−‖z‖2
‖w−z‖2d =

1−‖z‖2
(1−〈z,w〉−〈w,z〉+‖z‖2)d

=
1−‖z‖2

(1−2yt+ t2)λ , y=
〈z,w〉+ 〈w,z〉

2‖z‖ , t = ‖z‖, λ = d,

= (1−‖z‖2)
∞

∑
k=0

C(d)
k

( 〈z,w〉+ 〈w,z〉
2‖z‖

)

‖z‖k.

Equating the homogeneous polynomials of degreek in zgives
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∑
p+q=k

Kpq(z,w) = ‖z‖kC(d)
k

( 〈z,w〉+ 〈w,z〉
2‖z‖

)

−‖z‖kC(d)
k−2

( 〈z,w〉+ 〈w,z〉
2‖z‖

)

.

16.11 (a) Forx= ek, we have

∞

∑
j=−∞

|〈x,Sjv〉|2 = ∑
j
|v j |2 = ‖v‖2‖x‖2.

Scaling so that‖v‖= 1, gives the orthogonality (see Exer. 2.4).
(b) SinceS∗ = S−1, we calculate

∑
j
|〈x,Sjv〉|2 = ∑

j
|xa+ jva+xb+ jvb|2

= ∑
j
|xa+ j |2|va|2+∑

j
|xb+ j |2|vb|2+∑

j

(
xa+ jxb+ jvavb+xa+ jxb+ jvavb

)

= ‖v‖2‖x‖2+vavb〈S−bx,S−ax〉+vavb〈S−ax,S−bx〉
= ‖v‖2‖x‖2+2ℜ

(
vavb〈Sa−bx,x〉

)
.

Here the absolute convergence of the terms in the bracketed sum follows by the
Cauchy–Schwarz inequality. Forx= zea+eb, z∈ C, we have

〈Sa−bx,x〉= 〈ze2a−b+ea,zea+eb〉= 〈ea,zea〉= z.

Thus for(Sjv) to be a tight frame (with frame bound‖v‖2), we must havevavb = 0.
(c) The previous argument can be modified to show that av with finite support gives
a tight frame(Sjv) for ℓ2(Z) if and only if v is a nonzero scalar multiple of a standard
basis vector. Here, a calculation gives

∑
j
|〈x,Sjv〉|2 = ‖v‖2‖x‖2+2 ∑

{a,b}⊂supp(v)
a6=b

ℜ
(
vavb〈Sa−bx,x〉

)
.

Sincea−b could be equal for different pairs, we have to be careful withour choices
for x. Leta andb be the minimum and the maximum of supp(v) (the support ofv). If
supp(v) has at least two elements, i.e.,a< b, then choosingx= zea+eb above leads
to the necessary conditionvavb = 0 for a tight frame, which cannot be satisfied.
(d) By (a), it suffices to show(Sjv) is orthogonal. Clearly,〈Skv,Sℓ〉= 〈Sk−ℓv,v〉= 0
for k− ℓ odd, and so it remains to consider the casek− ℓ= 2m, m 6= 0. Here

〈S2mv,v〉=∑
k

vkvk+2m= ∑
n∈Z

1
2n+1

1
2n+2m+1

=
1

2m∑
n

( 1
2n+1

− 1
2n+2m+1

)

,

which is zero, since the series converges absolutely.
(e) To find all suchv∈ ℓ2(Z), we identify eachv∈ ℓ2(Z) with a f ∈ L2(T) via the
Fourier transform, i.e.,f (z) = ∑ j v jzj , v j = 〈 f (z),zj〉L2(T), where
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〈 f (z),g(z)〉L2(T) :=
1

2π

∫ 2π

0
f (eit )g(eit )dt,

and‖v‖= ‖ f‖L2(T). Here the shiftSon ℓ2(Z) corresponds to multiplication byzon
L2(T), so that(Sjv) gives a tight frame forℓ2(Z) if and only if (zj f (z)) j∈Z gives a
tight frame forL2(T), i.e.,

∑
j
|〈g(z),zj f (z)〉L2(T)|

2 = ‖ f‖2L2(T)
‖g‖2L2(T)

, ∀g∈ L2(T).

Now

∑
j
|〈g(z),zj f (z)〉L2(T)|

2 = ∑
j
|〈g(z) f (z),zj〉L2(T)|

2 = ‖g(z) f (z)‖2L2(T)
,

so thatf must satisfy

‖ f g‖L2(T) = ‖ f‖L2(T)‖g‖L2(T), ∀g∈ L2(T),

i.e., f must have constant modulus. Thus thev for which (Sjv) is a tight frame for
ℓ2(Z) are precisely thosev which are the Fourier coefficients of a nonzero function
with constant modulus. The example of (d) is (up to a scalar) given by f = 1 on
[0,π] and f = −1 on [π,2π]. Since the only trigonometric polynomials with unit
modulus onT are the monomials, we also recover (b) and (c).

16.12 Let z= (z1, . . . ,zd) ∈ Cd, and fix j. We need to show that

zj =
d

area(S̃)

∫

S̃
〈z,ξ 〉ξ j dσ(ξ ) =

d

area(S̃)

∫

S̃
(z1ξ1+ · · ·+zdξd)ξ j dσ(ξ ).

This follows from the simple calculations
∫

S̃
ξkξ j dσ(ξ ) = 0, k 6= j,

∫

S̃
|ξ j |2dσ(ξ ) =

1
d

∫

S̃
1dσ(ξ ) =

area(S̃)
d

(since∑ j |ξ j |2 = 1).

16.13 For p∈Hk, Cauchy–Schwarz gives

|p(ξ )|= |〈p,Z(k)
ξ 〉S| ≤ ‖p‖S‖Z

(k)
ξ ‖S,

with equality if and only ifp is a scalar multiple ofZ(k)
ξ . Takingp= Z(k)

x gives

|Z(k)
ξ (x)|= |Z(k)

x (ξ )|| ≤ ‖Z(k)
x ‖S‖Z(k)

ξ ‖S = ‖Z
(k)
ξ ‖

2
S = Z(k)

ξ (ξ ),

with equality if and only ifx= ξ , which gives (a). Let(u j) be an orthonormal basis
for Hk. Then taking the trace of linear operators in (16.10) gives (b), i.e.,
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dim(Hk) = ∑
j
〈u j ,

∫

S
〈u j ,Z

(k)
ξ 〉SZ(k)

ξ dσ(ξ )〉S = ∑
j

∫

S
〈u j ,〈u j ,Z

(k)
ξ 〉SZ(k)

ξ 〉Sdσ(ξ )

=
∫

S

(

∑
j

∣
∣〈u j ,Z

(k)
ξ 〉S

∣
∣2
)

dσ(ξ ) =
∫

S
‖Z(k)

ξ ‖
2
S dσ(ξ ) = ‖Z(k)

ξ ‖
2
S = Z(k)

ξ (ξ ).

By the argument for (a) and (b), we have that the maximum is‖Z(k)
ξ ‖S=

√

dim(Hk),

which is attained if and only ifp= Z(k)
ξ /‖Z(k)

ξ ‖S (the unique scalar multiple ofZ(k)
ξ

which is positive atξ and has unit norm).

16.14 This the variational characterisation (see Proposition 16.2) of (ξ )ξ∈S being
a continuous tight frame forFd (Proposition 16.4, Exer. 16.12). It can be proved
directly by using (6.29), i.e.,

∫

S

∫

S
|〈x,y〉|2dσ(x)dσ(y) =

∫

S
‖y‖2c1(d,F)dσ(y) =

1
d
=

1
d

(∫

S
〈x,x〉dσ(x)

)2
.

16.15 The monomials(zα)|α |=k are orthogonal with respect to〈·, ·〉◦,k and〈·, ·〉SC ,

〈zα ,zα〉◦,k =
α!
|α|! , 〈zα ,zα〉SC =

(d−1)!α!
(d−1+ |α|)! =

(d−1)!|α|!
(d−1+ |α|)! 〈z

α ,zα〉◦,k.

(a) This follows from the above by linearity.
(b) By the reproducing property, (a) and (6.20), we have

f =
∫

SC

〈 f ,
(

k+d−1
d−1

)

〈·,w〉k〉SC
(

k+d−1
d−1

)

〈·,w〉k dσ(w)

=

(
k+d−1

d−1

)∫

SC

〈 f ,〈·,w〉k〉◦,k〈·,w〉k dσ(w)

=

(
k+d−1

d−1

)∫

SC

f (w)〈·,w〉k dσ(w), ∀ f ∈ H(k,0).

(c) From the formula, we obtain a Beta integral

‖〈·,η〉k‖2SC =
∫

SC

|〈ξ ,η〉|2k dσ(ξ ) =
d−1

π

∫ 2π

0

∫ 1

0
(1− r2)d−2r2k r drdθ

= (d−1)
∫ 1

0
(1− r2)d−2r2k 2r dr = (d−1)

∫ 1

0
(1− t)d−2tk dt

= (d−1)
(d−2)!k!
(k+d−1)!

(
k+d−1

d−1

)−1

.
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[L öw70] Per-Olov L̈owdin. On the nonorthogonality problem.Advances in Quantum Chem-
istry, 5:185–199, 1970.

[LS75] B. F. Logan and L. A. Shepp. Optimal reconstruction of a function from its projec-
tions. Duke Math. J., 42(4):645–659, 1975.

[LS04] Yu. I. Lyubich and O. A. Shatalova. Isometric embeddingsof finite-dimensionallp-
spaces over the quaternions.Algebra i Analiz, 16(1):15–32, 2004.

[LT09] Gustav I. Lehrer and Donald E. Taylor.Unitary reflection groups, volume 20 of
Australian Mathematical Society Lecture Series. Cambridge University Press, Cam-
bridge, 2009.

[LY09] Shidong Li and Dunyan Yan. Frame fundamental sensor modeling and stability of
one-sided frame perturbation.Acta Appl. Math., 107(1-3):91–103, 2009.

[Ma94] S. L. Ma. A survey of partial difference sets.Des. Codes Cryptogr., 4(3):221–261,
1994.

[MFVA16] Andrei Mart́ınez-Finkelshtein and Walter Van Assche. What is. . . a multiple orthogo-
nal polynomial?Notices Amer. Math. Soc., 63(9):1029–1031, 2016.

[MM93] James L. Massey and Thomas Mittelholzer. Welch’s bound andsequence sets for
code-division multiple-access systems. InSequences, II (Positano, 1991), pages 63–
78. Springer, New York, 1993.

[Mor04] PatrickJ Morandi. Computing the symmetry groups of the platonic solids with the
help of maple.Resonance, 9(8):18–26, 2004.

[Mur93] Timothy A. Murdoch. Isogonal configurations.Amer. Math. Monthly, 100(4):381–
384, 1993.

[Mus09] Oleg R. Musin. Spherical two-distance sets.J. Combin. Theory Ser. A, 116(4):988–
995, 2009.

[MVW16] D. G. Mixon, S. Villar, and R. Ward. Clustering subgaussian mixtures by semidefinite
programming.ArXiv e-prints, February 2016.

[MW04] Simon Marshall and Shayne Waldron. On the number of harmonic frames. preprint,
12 2004.

[Pet99] Pencho P. Petrushev. Approximation by ridge functions and neural networks.SIAM
J. Math. Anal., 30(1):155–189 (electronic), 1999.

[Pro57] Joseph Proriol. Sur une famille de polynomesà deux variables orthogonaux dans un
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θ–isogonal configuration, 212
ϕ(n) Euler phi function, 81
vold(T), 430
ξΘ (x) = (ξ j (x)), 87
ξ α , 92
a∗b, 83
a◦b, 183
cΦ ( f ), 74
ct = ct(d,F), 122
d–polytope–configuration, 344



Index 577

d–polytope–configuration, flag of, 344
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za, 370
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SL2(C), 357
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group, 261
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algebra of group matrices, 332
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algebraic variety, 151
algebraic variety of SIC fiducials, 414
alternate dual, 54
analysis operator, 12, 27
analysis operator of a generalised frame, 443

analytic SIC, 361
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angle multiset, 253
anti equivalent, 11
antilinear map, 11, 190
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antiunitary map, 190
antiunitary symplectic, 382
apolar inner product, 120
Appell polynomials, 438
Appell’s biorthogonal system, 429
Appleby index, 375
Appleby index, extended, 382
Appleby indexing of the Clifford operations,

374
approximate inverse, 53, 66
approximate left inverse, 66
approximately dual frames, 56
association schemes, 22
automorphism group of a graph, 224
automorphism of a graph, 224

balanced frame, 104
Bargmann invariants, 167
barycentric coordinates, 87, 430
basis, 73
Bernstein coefficients, 433
Bernstein frame, 93
Bernstein frame, properties, 93
Bernstein operator, 94
Bernstein polynomials, 431
Bernstein–B́ezier coefficients, 431
Bernstein–Durrmeyer operator, 429, 434
Bessel identity, 8
Bessel identity, generalised, 121, 123
bilateral shift, 469
binary icosahedral group, 243
biorthogonal system, 33
Bloch sphere, 363
block designs, 275
block matrix calculation, 316
blocks, 275
Bombieri inner product, 120
Bombieri’s inequality, 149
boring strongly regular graphs, 293
bra〈w|, 364
bra–ket notation, 364
Bruck–Ryser–Chowla theorem, 269

canonicalm–products, 176
canonical coordinates, 71, 74, 215
canonical coordinates and linear maps, 79
canonical coordinates for cyclotomic fields, 81
canonical coordinates, characterisation, 76
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canonical coordinates, properties, 78
canonical copy of a tight frame, 15, 17
canonical dual frame, 32, 54, 56
canonical dual functionals, 74
canonical expansion, 74
canonical factorisation, 74
canonical Gramian, 54, 72, 74
canonical Gramian of a generalised frame, 443
canonical inner product, 80, 98
canonical inner product, properties, 83
canonical isomorphism between a vector space

and its bidual, 76
canonical matrix, 75
canonical oblique dual, 59, 68
canonical order 3 Clifford operation, 394
canonical order 3 symplectic unitaries,

conjugates of, 398
canonical tight frame, 31, 35, 62, 66, 186
canonical tight frame of aG–frame, 211
canonical tight frame of a generalised frame,

442
Cauchy–Schwarz inequality, 38, 114, 143, 149
Cayley graph, 309
Cayley transform, 155
Cayley transform, truncated, 155
CDMA systems, 113
centralG–frame, 230, 336
central force, 135
central group frame, 230
central tightG–frames, classification, 337
centrally symmetric, 116
centred SIC fiducial, 405
character group, 133, 246
character of a representation, 334
character table of a finite abelian group, 246
characters of a finite abelian group, 246
Chebyshev method, 53
Chebyshev polynomials, 430
Chebyshev polynomials of the first kind, 413
Chinese remainder theorem, 398
chordal graph, 174
Chu–Vandermonde identity, 435
circulant graph, 303
circulant matrix, 213
class function, 336
Clifford action, 386
Clifford action of the extended Clifford group,

385
Clifford action on SICs, 386
Clifford group, 361, 368
Clifford group, generators for, 372
Clifford group, monomial representation of,

391
Clifford operation, 368

Clifford trace, 392
close frames, 51
closeness bound, 51, 66
code division multiple access systems, 113
coinvariant space, 240
coinvariants of a finite reflection group, 240
coisometry, 13, 25
column orthogonality (of irreducible

characters), 246
column, of a linear map onℓ2(J), 12
commutativity relation forSandΩ , 366
commutativity relations forV,S,G, 62
complement of aG–frame, 215
complement of a difference set, 269
complement of a frames, 105
complement of a harmonic frame, 250
complement of a tight frame, 18
complementary tight frame, 18
complete frame graph, 168
complex(t, t)–design, 126
complext–design, 126
complex conjugate equivalence, 11
complex conjugate of a Hilbert space, 26
complex conjugation map, 11, 190
complex equiangular tight frames, 310
complex frame, 41, 63
complex Hadamard matrix, 281
complex polytope, 343
complex projective sphere, 129
complex reflection, 240, 343
complex reflection group, 240
complex tight frame, 21
complex unit sphere, 122
complexification, 227
compressed sensing, 4
condition number of a frame, 46
condition number of the frame operator, 47
conductor, of a ray class field, 412
conference graph, 296
conference matrix, 296, 314, 327
conjugate gradient method, 53
conjugates of the canonical order 3 symplectic

unitaries, 398
conjugation map, 26
connected components of a graph, 168
connection set of a graph, 309
constant diagonal Hadamard matrix, 282
continuous frame, 442
continuous generalised frame, 441
continuous tight frame, 2
continuous tight frame expansion, 441
continuous tight frame of zonal harmonics, 446
continuous tight frames forPn, 454
contraction map, 66
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coordinate functionals, 33
coordinate star, 15
coordinates, 12
coordinates with respect to a tight frame, 29
Coulomb force, 135
cross inRn, 16, 346
cross–correlation, 3, 22, 113
cubature formula, 119, 122
cubature formula, existence of, 119
cubature rule, 119, 122, 123
cubature rule for the sphere, 459
cube, 222, 252, 346
cube roots, 283
cube, vertices of, 107, 248
cuboctahedron, 346
cycle space of a finite graph, 171
cyclic convolution, 83
cyclic difference set, 269
cyclic frame, 247
cyclic group, 210, 213
cyclic harmonic frame, 247
cyclic harmonic frames forC1, 255
cyclic harmonic frames forC2, 255
cyclic shift, 81
cyclic shift matrix, 366
cyclic shift operatorS, 85
cyclic vector, 465
cyclotomic field, 80, 81, 374, 401
cyclotomic fieldQ(ω), 81

de la Valĺee–Poussin mean, 434
decomposition of frames, 103, 110
degree elevation of the Bernstein operator, 429
degree of a character, 334
degree raising operator, 431
degree reducing, 95, 96
degree reducing operator, 434
demicube, 347
density matrix, 364
density of rational tight frames, 156
dependencies, 72
dependencies dep(Φ), 72
determining set ofm–products, 167
DFT matrix, 369
diagram vectors, 9, 25
dicyclic group, 357
difference set, 269
difference sets, infinite families of, 273
differentially 1–uniform, 132
dihedral group, 193, 213
dilation, 2
dimension towers, 413
Diophantine equation, 269
Dirac notation, 364

direct sum, 102
direct sum of frames, 100
direct sum of harmonic frames, 250
directional derivative, 93
discrete Fourier transform, 25
discrete Fourier transform matrix, 369
discrete frame, 442
discrete generalised frame, 441
discrete Heisenberg group, 366
discrete inner product, 251
disjoint union of frames, 99
disjointness, 101
displacement operation, 372
displacement operator, 374
distance between frames, 47
division ring, 228
dodecahedron, 222, 252
dual basis, 33, 75
dual frame, 31, 32
dual frame of aG–frame, 211
dual frame of a generalised frame, 442
dual frames, 54
dual Riesz basis, 45
dual sequences, 98
dual signed frame, 186

effective frame force, 138, 148
eigensteps, 154
elementary abelianp–group, 250
elliptic curve, 401
empty frame graph, 168
ENPTF, 23
equal–norm frame, 9
equal–norm tight frame, 27
equally spaced unit vectors inR2, 199
equally spaced vectors, 251
equations for SIC fiducials, 414
equiangular lines, 174, 265, 266
equiangular tight frame, 27, 73
equiangular tight frames from block designs,

275
equiangular vectors, 266
equiangularity, 3, 4
equispaced equal–norm frame, 263
equispacing, 4
equivalence of tight frames, 23
equivalence, unitary, 10
equivalent difference sets, 271
equivalent group representations, 210
equivalent Hadamard matrices, 321
erasures, 262
error operator basis, 353
Eulerian function, 254
Eulerian subgraph, 171
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eutactic star, 16
existence of equal–norm tight frames, 157
expressible by radicals, 400, 401
extended Appleby index, 382
extended Clifford group, 368
extended projective Clifford group, 368
extended projective symmetry group of a

frame, 195
extended projective symmetry group of a

sequence of vectors, 195
extended symmetry group of a frame, 191
extended symmetry group of a sequence of

vectors, 191

facts, about SICs, 401
faithful representation, 210
Fano plane, 273
FF–critical, 138
fiducial vector, 361, 365
fiducial vector, real, 417
field trace, 325
finite abelian extensions ofQ, 401
finite field of orderq, 297
finite Fourier methods, 414
finite reflection group, 343
finite reflection groups, classfication of, 345
finite tight frame, 7
finite tight frame, early examples, 2
finite tight frame, prototypical example, 1
finite tight frame, second prototypical example,

3
finite tight frames forPn, 459
Fisher inner product, 120
five vectors inC3, 199
flag of ad–polytope–configuration, 344
forward cyclic shift, 81
Fourier matrix, 9, 245, 246, 324, 369
Fourier transform, 443
Fourier transform matrix, 25
frame, 32
frame algorithm, 53
frame bound, 7
frame bounds, 32, 46, 64
frame force, 115, 135
frame force critcal sequence, 138
frame graph, 100, 165
frame homotopy problem, 153
frame operator, 12, 27, 32, 62
frame potential, 115
frame potential, global minimisers, 136
frame potential, local minimisers, 136
Frame Research Centre, 186
frame theory, history, 2
frame transform operator, 12

frame withs angles, 318
frame with maximal projective symmetry, 198
frame, continuous, 442
frame, discrete, 442
frame, fusion, 9
frame, generalised, 442
frame, semicritical, 110
frames as orthogonal projections, 43
frames invariant under the unitary action of an

abelian group, 236
full octahedral group, 346
functions on the complex sphere, 461
fundamental cycle basis, 171
fundamental cycle of an edge, 170
fusion frame, 9, 179
fusion frame operator, 180
fusion frame system, 180

Gabor system, 2, 5, 209, 366
Galois automorphism, 400
Galois correspondence of SIC subfields, 410
Galois field, 325
Galois group of the SIC field, 402
Galois multiplet, 403
Galois symmetries of a SIC, 361
Galois theory, 400
Gamma function, 430
Gauss sum, 381
Gauss sums, 330
Gegenbauer polynomials, 447, 453
generalised barycentric coordinates, 87
generalised barycentric coordinates, properties,

88
generalised Bernstein operator, 94
generalised cross, 346
generalised frame, 441, 442
generalised Gauss sums, 330
generalised Gegenbauer polynomials, 453
generalised Hermite polynomials, 453
generalised Pauli group, 366
generalised quaternian group, 357
generalised resolution of the identity, 28
generating set ofm–products, 167
generic SIC, 401, 424
geometrically uniform frame, 247
Gerzon bound, 268
Givens rotation, 159
global field, 412
golden ratio, 206, 243, 327
Gram matrix, 13
Gram–Schmidt algorithm, 69, 72
Gramian, 13, 27, 62, 102
Gramian of a generalised frame, 443
Grassmann manifold ofd–planes inFn, 153
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Grassmannian, 42
Grassmannian frame, 268
Grassmannian packing problem, 268
Grassmannian space, 268
group algebra, 210, 215
group algebra overC, 332
group covariance, 361, 365
group frame, 209, 210
group matrix,G–matrix, 213
group of rotations, 2
growing a flag set, 201

Haar measure, 463
Haar measure onSO(d), 451
Hadamard conjecture, 25
Hadamard difference set, 273
Hadamard matrix, 9, 25, 278
Hadamard matrix of(v j ) and(w j ), 320
Hadamard product of matrices, 183
Hadamard type difference set, 273
Hahn polynomials, 429, 433
Hall’s Eulerian function, 254
Hamiltonian circulant graph, 297
harmonic frame, 9, 229, 245, 247
harmonic frame with distinct vectors, 249
harmonic frame with real vectors, 249
harmonic function, 445
harmonic polynomials, 117
harmonic upper bound, 304
Heisenberg frame, 366
Heisenberg group, 366
Heisenberg group, normaliser of, 368
Heisenberg operation, 372
Hermite polynomials, 453
Hermitian complex Hadamard matrix, 281
Hessian matrix, 141, 149
hexadecachoron, 346
highly symmetric tight frame, 223, 349
highly symmetric tight frames, construction,

342
Hilbert class field, 412
Hilbert’s 12–th problem, 401
Hilbert–Schmidt inner product, 29
Hoggar lines, 365, 367, 399
homogeneousG–frame, 226
homogeneous components, 225
homogeneous polynomials, 117
homogeneous polynomials on a Hilbert space,

120
Householder transformation, 155, 159
hyperplane, 343

icosahedron, 116, 222, 252, 288
imprimitive finite reflection group, 345

index group of the Clifford operations, 374
index group, of a nice error frame, 353
index map[a] 7→ (ψa,za) of the Clifford

operations, 374
inner direct sum of frames, 100
inner product preserving map, 27
inner product, apolar, 120
inner product, Bombieri, 120
inner product, Fisher, 120
intermediate SIC field, 410
invariant polynomials, 239
invariant subspace, 44
irreducibility, 85
irreducibleG–frame, 218
irreducible character, 334
irreducible characters of a finite abelian group,

246
irreducible group representation/action, 218
irreducible tensors, 108
isogonal configuration, 41, 63, 212, 265, 309
isolated point (of a graph), 294
isometric embedding, 131
isometry, 8, 13, 25, 27

Jacobi inner product, 430
Jacobi measure, 431
Jacobi polynomials, 429, 433, 437
Jordan–Ḧolder theorem, 226

ket |v〉, 364
Kirkman frame, 312
Kronecker product, 252
Kronecker–Weber theorem, 401

Löwdin orthogonalisation, 35, 60, 68
La Jolla Difference Set Repository, 273
Laplace’s equation, 445
Laplacian, 147
Lauricella function of typeA, 429, 435
least squares solution, 60
Legendre polynomials, 429, 430, 437, 453
Legendre polynomials on a square, 231
Legendre symbol, 399
Lie group, 152, 163
lift, 110
lift of a frame, 104
lifted equally spaced vectors, 105
lifted roots of unity, 105
lifting a frame, 104
linear action, 210
linear dependencies, 72
linear map, 79
linear reproduction, 97
LLL (Lenstra–Lenstra–Lov́asz) algorithm, 404
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local compact (topological) group, 463
local frame, 180
Lucas–Fibonnacci SIC, 413

Möbius function, 81
Magma, 342, 347
majorisation, 157
Maschke’s theorem, 225, 227
matrices, 75
matrices with respect to a normalised tight

frame, 29
matrix with respect to a tight frame, 29
maximal abelian∗–algebra, 322
maximal number of MUBs, 174
maximal SIC field, 410
maximally symmetric frame, 198
maximally symmetric tight frame, 198
maximum cross–correlation, 266
maximum sizeg(d) of a spherical two–distance

set, 304
Mercedes–Benz frame, 3, 189, 288
minimal angle, 266
minimal SIC field, 410
minor of a graph, 316
modulation, 2
modulation matrix, 366
monomial representations of the Clifford

group, 391
monomials, 121
mother wavelet, 366
MUB, 22, 127, 174, 209, 318
MUB problem, 22, 325
MUBs, 22
multi-indices, 92
multinomial identity, 96
multiple orthogonal polynomials, 438
multiplet, 403
multiplicative equivalence, 254
multiplicatively equivalent subsets of a group,

254
multiresolution analysis, 2
multivariate continuous Hahn polynomials,

439
multivariate Hahn polynomials, 439
multivariate Jacobi polynomials, 431
multivariate orthogonal polynomials, 231, 438
multivariate shifted factorial, 95
mutually unbiased bases, 22, 174, 318
MWBE codebook, 271

Năımark’s theorem, 15
near frames, 51
neighbourhood of a switching class of graphs,

294

nested roots, 400
nested SIC fields, 413
nice (unitary) error basis, 353
nice (unitary) error frame, 353
nice error bases, 221, 353
nice error basis, 222
nice error frames, 353
non-adjacent vertices of a graph, 291
noncanonical dual frame, 54
noncyclic harmonic frame, 248, 256
normal equations, 183
normal field extension, 401
normalised eutactic star, 16
normalised frame, 48
normalised frame potential, 115
normalised surface area measure, 122
normalised tight frame, 7, 8
normalised tight frames and linear mappings,

29
normalised tight frames, algebraic variety of,

151, 152
normalising a frame, 47
number of angles, 318
number of generators of aG–invariant frame,

234
number of harmonic frames, 258
numerical SIC, 361

oblique dual frames, 57
oblique projection, 58
octahedron, 222, 252, 346
octaplex, 346
optimal frame bounds, 32, 49, 50, 52, 61, 64
optimal Grassmannian frame, 268
order of a difference set, 269
orthogonal basis, 100
orthogonal compression, 101
orthogonal decomposition into homogeneous

components, 226
orthogonal dilation, 101
orthogonal frames, 42
orthogonal polynomials, 69, 231
orthogonal polynomials of Appell, 437
orthogonal polynomials of Proriol, 437
orthogonal polynomials on the simplex, tight

frames for, 429
orthogonal polynomials on the triangle, 429
orthogonal projection, 25
orthogonal projection formula, 24, 62
orthogonal projection, one–dimensional, 267
orthogonal resolution of the identity, 28
orthogonality (of irreducible characters), 246
orthogonality of frames, 101
orthonormal bases, 248, 267, 271
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orthonormal basis, 9, 24, 189
outer direct sum of frames, 100
overlaps, 402
overlaps phases, 402

Paley graph, 297, 303
Paley–type difference set, 273
parabolic subgroup of a finite reflection group,

344
Parseval frame, 8, 23
Parseval identity, 8, 13, 24
partial difference set, 308
partial isometry, 8, 25, 36, 61
partition frame, 20, 105
partition of unity, 92
path graph, 290
path–connected, 153
path–connectivity, 153
Pauli matrices, 353
Pell’s equation, 412
perfectly tight frame, 143
permutation matrices, 193
permutation matrices in the Clifford group,

380
permutations, 190
perturbation of a frame, 68
perturbation of a normalised tight frame, 61
phase-permutation representation, 391
planar difference set, 273
Plancherel identity, 8, 24
Plancherel identity, generalised, 121, 123
plane wave, 145, 146
Platonic solid, 209, 222, 252
Platonic solid, symmetry group, 222
Pochhammer symbol, 122, 431
Pohlke normal star, 15
point evaluation, 78, 187
pointwise product of matrices, 183
Poisson kernelP(x,ξ ), 450, 467
polar decomposition, 36
polarisation identity, 7, 24
pole, 446
pole of a zonal function, 446
polynomials on projective spaces, 148
Pontryagin duality, 246, 270
Pontryagin duality map, 133, 246
positive operator, 434
positive operator valued measure, 364
potential, 135
pre-frame operator, 12
precision bumping algorithm, 404, 410
Prime Power Conjecture, 273
primitive finite reflection group, 345
primitive roots of unity, 81

primitive strongly regular graphs, 293
principal submatrix of a matrix, 316
probability distribution, 364
projections of normalised tight frames, 25
projective, 9
projective(t, t)–designs, 130
projective Clifford group, 368
projective equivalence, 23
projective invariants, 165
projective linear group, 351
projective plane, 273
projective representation, 351
projective similarity, 176
projective similarity of vectors, 165
projective symmetry group of a frame, 189,

190, 195
projective symmetry group of a harmonic

frame, 262
projective unitary equivalence, 11, 26, 165,

166
projective unitary equivalence of harmonic

frames, 260
projective unitary group, 351, 365
projectively equivalent, 11
projectively repeated, 262
projectively similar, 176
projectively unitarily equivalent, 11
Proriol polynomials, 438
Proriol’s orthogonal basis, 429
prototypical example, first, 1
prototypical example, second, 3
pruning a set of flags, 201
pseudo–dual frames, 56
pseudodual, 57
pseudoinverse, 31, 60
pseudoreflection, 343
PSLQ algorithm, 404

quadratic distance (between frames), 51
quadratic reciprocity law, 418
quadratic residue, 297
quadrature rule for the sphere, 459
quantum measurements, 364
quantum state determination, 22
quantum system, 364

radial function, 447
radially symmetric weights, 439
ramification, of a ray class field, 412
rank one orthogonal projection, 31
rank one projection, 60
rational tight frames, density of, 155
ray class conjecture, 412
ray class field, 401, 412
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ray class group, 412
real algebraic variety, 152
real cyclic harmonic frame, 251
real fiducial vectors, 417
real frame, 41, 63
real harmonic frame, 251
real MUBs, 22
real orthogonal group, 189
real projective space, 129
real projective sphere, 129
real sphericalt–design, 116
real spherical half–design, 116
real tight frame, 21
real unit sphere, 122
reconstruction operator, 12
rectified tesseract, 346
reduced Hadamard matrix, 322
reduced signature matrix of an equiangular

frame, 284
redundancy, 7, 47
reflection group, 343
regular, 308
regulard–polytope–configuration, 344
regular character (of an abelian group), 270
regular polygon, 90
regular two–graph, 294
reindexing a frame, 254
relative bound (on number of equiangular

lines), 287
reordering, 10
reordering a frame, 254
representation of a group, 210
representation theory, 209, 210
reproducing kernel, 118, 444
reproducing kernel forPn, 457
reproducing kernel Hilbert space, 444
reproducing kernel tight frame, 444
ridge function, 145, 146, 447
ridge polynomial, 146, 184, 442
Riesz basis, 45, 51
Riesz representer, 31, 120
ring of coinvariants, 240
robust signal transmission, 248
robustness to erasures, 1, 3, 4
roots of unity, 107
rotation, 2, 10
row construction of a tight frame, 17

sampling, 441
scalable frame, 182
scaling to a tight frame, 182
Schur’s lemma, 226, 228
Schur–Horn majorisation, 157
Schweinler–Wigner orthogonalisation, 60

Scott–Grassl numerical SIC, 385
seeding, 15
Seidel matrix, 289
Seidel spectrum, 290
semi–regular complex polytopes, 345
semicritical frame, 110
semidirect product, 375
sensor networks, 180
Shephard–Todd classification, 345, 347
shift invariant tight frame, 86
shift matrix, 366
shifted factorial, 95
short-time Fourier transform, 443
SIC, 3, 22, 127, 174, 209, 363, 364
SIC facts, 401
SIC fiducials, algebraic variety of, 414
SIC fieldE=Q(Π ,µ), 400
SIC field of a multiplet, 410
SIC field, minimal, intermediate, maximal, 410
SIC problem, 22, 361
SIC problem, addictiveness, 361
SIC-POVM, 363, 364
signal transmission with erasures, 248
signal transmission with quantization, 248
signature of a signed frame, 181, 186
signed frame, 181, 186
signed frame operator, 186
similar frames, 41, 42
similarity, 42, 73, 101, 191
simple lift, 110
simple lift of a frame, 104
simplex, 73, 286, 290
simplex, vertices of, 271
Singer difference sets, 273
singular value decomposition, 62, 65
Sixteen equiangular lines inR6, 205
size of a Galois multiplet, 403
skew Hermitian matrix, 155
Sobolev dual, 68
solid spherical harmonics, 445
spanning set, 31, 32, 61, 73
spanning tree for a graph, 170
sparsness, 3
special unitary group, 152
sphere inRd, 445
spherical(t, t)–designs, numerical construc-

tion, 139
spherical 2–design, 117
sphericalm–distance set, 309
sphericalt–design, 116, 119
sphericalt–designs, characterisations, 117
spherical design of harmonic indext, 118, 119
spherical half–design, 116
spherical half–design of ordert, 119
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spherical harmonics, 445
spherical two–distance set, 304
spherical two–distance tight frame, 304
sporadic SIC, 401, 416, 424
square free integer, 257
stability, 3
stable isogon, 359
stabliser, 342
standardm–distance tight frame, 310, 346
standard terminology for frames, 23
state, 364
state, of a quantum system, 364
Steinberg’s fixed point theorem, 345
Steiner equiangular tight frame, 277
Steiner system, 275
STFT, 443
strongly centred SIC fiducial, 406
strongly disjoint frames, 42
strongly regular graph, 291
structured frames, 209
subsimplicial equiangular tight frame, 275
subsimplicial frame, 275
sum of frames, 106
sum of frames, direct, 100
sum of harmonic frames, 250
surface area measure, 122
surface area measure, invariance of, 123
surface spherical harmonics, 445
switching, 290
switching class (two–graph), 290
switching equivalent graphs, 290
symmetrict–linear maps, 120
symmetric block design, 269
symmetric Gram–Schmidt algorithm, 35
symmetric group on a set, 190
symmetric informationally complete positive

operator valued measure, 363
symmetric orthogonalisation, 35, 60
symmetric tensors, 120
symmetries of a basis, 192
symmetries of a SIC fiducial, 404
symmetries of a SIC fiducial vector, 385, 386
symmetries of the vertices of a simplex, 192
symmetries of the Weyl–Heisenberg SICs, 389
symmetries, of a fiducial, 385
symmetry, 191
symmetry group ofn equally spaced vectors,

193
symmetry group of ad–polytope–

configuration, 344
symmetry group of a complementary frame,

196
symmetry group of a frame, 189–191
symmetry group of a harmonic frame, 250

symmetry group of a measureµ , 231
symmetry group of a Platonic solid, 222
symmetry group of the square, 233
symmetry group of the triangle, 233
symplectic index, 377
symplectic index, table of, 381
symplectic operation, 372
symplectic spreads, 325
symplectic unitaries, 372, 378
symplectic unitaries of order 3, 392
synthesis operator, 12, 27, 62
synthesis operator of a generalised frame, 443
Szeg̈o kernel, 468

Tammes’ problem, 200, 269
Teichm̈uller set, 325
tensor product integration formula, 123
tensor product of frames, 108
tensor product of harmonic frames, 250
tensor product of Hilbert spaces, 108
tensor product of nice error frames, 355
tensor product of vector spaces, 108
tesseract, 346
tetrahedron, 222, 252
tight G–frames as idempotents of the group

algebra, 333
tight equiangular lines, 265
tight frame, 7
tight frame, canonical, 35
tight frame, canonical copy, 15
tight frame, continuous, 2
tight frame, copy of, 15
tight frame, early examples, 2
tight frame, equal–norm, 9
tight frame, repeated vectors, 8
tight frame, unit–norm, 9
tight frames of orthogonal polynomials on the

simplex, 429
tight frames, construction of, 158
tight frames, existence of, 157
tight fusion frame, 179
tight generalised frame, 441
tight signed frame, 181
tightness, 47
Tikhonov regularization (of the pseudoinverse),

484
time–frequency localisation, 1
topologically irreducible, 463
torsion point, 401
total potential, 135
trace formula, 13, 26
translate, 260
translation, 2, 260
Tremain equiangular tight frame, 278
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Tremain frame, 278
triangular graph, 301, 310
triangulated graph, 174
trigonal bipyramid, 199, 343
trigonometric polynomials, 251, 463
triple products, 165, 167, 174, 284, 365
trivial difference sets, 271
two–distance set, 304
two–graph (switching class), 290

ultraspherical polynomials, 447
unfaithful action, 190
unimodular simplex, 278
union of frames, 99
unit sphere, 122
unit sphere inRd, 445
unit sphere, complex, 122
unit sphere, real, 122
unit–norm frame, 9
unital equiangular tight frame, 312
unitarily equivalent frames, 40
unitarily equivalent tight frames, 10
unitarily equivalent tight frames up to

reordering, 10
unitarily equivalent via an automorphism, 254
unitarily inequivalent tightD3–frames, 331
unitary action, 211
unitary continuous representation, 463
unitary equivalence, 23
unitary equivalence of harmonic frames, 253
unitary equivalence of tight frames, 10
unitary equivalence of tight frames up to

reordering, 10
unitary equivalence up to reordering, 10
unitary group, 152
unitary group, parametrisations of, 155

unitary group, projective, 365
unitary images of tight frames, 24
unitary map, 211
unitary matrix, 152
univariate Jacobi polynomials, 430
univariate orthogonal polynomials, 68, 69

variational characterisation of tight frames,
114

variational formula, 13
vertex–transitive graphs, 224
vertices of the cube, 107, 248, 264
vertices of the simplex, 19, 20, 248
Von Neumann algebra, 465

Waring formula, 116
wavelet system, 2, 5, 209
wavelets, 1
WBE sequences, 113
Wedderburn’s Theorem, 238
weighted(t, t)–design, 128
Welch bound, 113
Welch bound equality sequences, 113
Weyl displacement operation, 372
Weyl–Heisenberg SIC, 366
Weyl–Heisenberg SIC, symmetries of, 389
Wirtinger calculus, 146
Wirtinger complex differential operators, 146

Zak transform, 465
Zauner matrixZ, 384
Zauner’s conjecture, 22, 361
Zauner’s conjecture, stronger form, 385
zonal function, 446
zonal harmonic, 446


